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CHAPTER 1
INTRODUCTION

1.1 Statement of the Problem

The objectives of this project were to develop analytical formulations, computational
techniques, and computer codes to analyze the frequency and transient characteristics
of Monolithic Microwave Integrated Circuits (MMICs) and lines. In particular, the

project examined:

a. Two-dimensional planar microwave integrated transmission lines and circuits

with isotropic and anisotropic substrates.
b. Three-dimensional electronic packaging circuits.
c. Aperture antennas loaded with dielectric and ferrite materials.

To accomplish these objectives, advanced computational electromagnetic methods

were used. In particular, the methods advanced and used were those of:

a. Method of Moments (MoM) in the spectral domain, referred to as the Spectral
Domain Approach (SDA).

b. Vector-based Finite Element Method (FEM).

c. Hybrid technique based on the Finite Element Method and Method of Moments
(FEM/MoM).

The main topics addressed in this project and described in this report, each one in

a separate chapter, are the following:
a. Two-dimensional planar transmission lines and circuits.

b. Three-dimensional electronic packaging circuits.
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c. Analytical asymptotic extraction technique for multi-layer transmission lines

and planar circuits.

d. Dielectric- and ferrite-loaded, cavity-backed aperture and microstrip antennas.

1.2 Summary of Most Important Results

The most important results of this project will be summarized here in the order
of the individual topics and corresponding chapters. More extensive presentations,

including succinct formulations and graphical/tabular results, can be found in the

respective chapters.

1.2.1 Two-dimensional planar transmission lines and circuits

Full-wave numerical techniques, such as the Finite Element Method (FEM) and the
Spectral Domain Approach (SDA), were developed and optimized for the analysis of
2-D microwave and millimeter wave structures. Propagation characteristics including
effective dielectric constant, attenuation constant, and characteristic impedance are
calculated versus frequency for the dominant and higher-order modes. Anisotropic
materials such as sapphires, PTFE cloth and ferrites are also modeled and analyzed
using the FEM. Substrate compensation is used in multi-layer, multi-conductor cir-
cuits to minimize coupling, pulse distortion, and equalize the phase velocities of the
even and odd modes for edge-coupled microstrip directional couplers with tighter
couplings and better performance. In addition, a closed-form expression for the
effective dielectric constant of an open microstrip line on a two-layer substrate is

derived which can be used to reduced the computation time in CAD procedures.

1.2.2 Three-dimensional electronic packaging circuits

A three-dimensional vector finite element code was developed to simulate practical
electronic packaging circuits including microstrip/coplanar discontinuities, spiral in-

ductors, filters, conducting vias, etc. The packaging structures may be shielded or
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open, depending on the application. Open structures are modeled using efficient
absorbing boundary conditions to terminate the finite element mesh. The circuit is
usually excited with the dominant mode of an infinite transmission line, although
other modes of propagation may be chosen as an excitation. The specific modal dis-
tribution at the input port is determined using a full-wave 2-D eigenvalue analysis.

The formulation and respective code were extensively verified by comparing mag-
nitude and phase of S-parameters with data obtained using other numerical tech-
niques, such as the Finite-Difference Time-Domain (FDTD) method. Comparisons
between the two methods clearly demonstrate the effectiveness, accuracy and versa-
tility of the finite element method in predicting propagation characteristics of high-

frequency packages.

1.2.3 Analytical asymptotic extraction techniques for multi-layer transmission lines

and planar circuits

The main contributions of this work are the development of analytical solutions for
the evaluation of the asymptotic matrix elements of planar transmission lines and
circuits using the Method of Moments. The objective of this effort was to reduce the
computation time to evaluate the impedance matrix elements. Analytical techniques
have been successfully developed and used to improve the computational efficiency,
in some cases by a factor of 50, while retaining or even improving the accuracy of the
results. This has been demonstrated successfully in a number of problems; specif-
ically, planar transmission lines and printed circuits including microstrip dipoles,

symmetric and asymmetric gap discontinuities, and scattering from a rectangular

microstrip patch.

1.2.4 Dielectric- and ferrite-loaded, cavity-backed aperture and microstrip antennas

A hybrid Finite Element Method/Method of Moment (FEM/MoM) approach was

used in the analysis and design of cavity-backed aperture antennas loaded with di-
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electric and/or ferrite materials. The antenna is treated both as a scatterer and a
radiator. In the first case, the analysis is concentrated on predicting the radar cross
section of the antenna versus frequency or angle. In the second case, the antenna
is excited using a standard coaxial line. A novel coaxial feed model is implemented
using the finite element method. Comparisons of input impedance data with mea-
surements illustrate the inherent accuracy and efficiency of the proposed feed model.

In addition to multiple dielectric layers, the cavity volume of the antenna may
be loaded with magnetized ferrites. Variation of the externally biased field results
in a significant shift in resonant frequency, thereby tuning the antenna over a wide
bandwidth. This tuning effect is illustrated with numerical predictions for the case

of a square aperture backed by a ferrite-loaded rectangular cavity.
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CHAPTER 2

ANALYSIS AND DESIGN OF 2-D PLANAR TRANSMISSION LINES AND
CIRCUITS

2.1 Finite Element Analysis

This chapter presents a full-wave 2-D finite element analysis of planar microwave
transmission lines and circuits with possible anisotropic substrates. Dispersive pa-
rameters such as propagation constant and characteristic impedance are calculated
at every frequency for each governing modal distribution. This formulation results in
a generalized eigenvalue matrix system with the unknown eigenvector representing
the transverse and longitudinal electric fields, whereas the unknown eigenvalue rep-
resenting the propagation constant. The computer code written based on the present
formulation is interfaced with another code in a following chapter for the analysis
of 3-D packaging structures. The 2-D code is implemented to obtain the frequency
dependent modal distribution at the input port, which is later used as the excitation
field for the 3-D microwave circuit. The characteristic impedance and propagation
constant for all the transmission lines at the ports are also computed using the 2-D

finite element code.

2.1.1 Introduction

Accurate prediction of the propagation characteristics in planar structures using
isotropic and anisotropic substrate materials is essential in the design of Monolithic
Microwave Integrated Circuits (MMIC’s) [1]-[5]. Since many substrate materials
of interest in microwave and millimeter wave applications exhibit dielectric and/or
magnetic anisotropy (such as sapphires, ceramics and ferrites), the effects due to
variations in the material parameters must be fully accounted for. Principal axis
rotations of anisotropic substrates in MMIC’s might also lead to significant varia-

tions in effective dielectric constant and characteristic impedance, especially at mi-
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crowave and millimeter wave frequencies. The dispersive characteristics of coplanar
waveguides (CPWs) and other planar structures on single and multi-layer isotropic
substrates have been extensively analyzed in the literature [6]-[10]. To an extent, the
effects due to anisotropy have been examined using methods other than FEM; how-
ever primarily only for uniaxial and/or biaxial substrates [1],(3],[5]. Axis rotations
in various planes, which introduces off-diagonal elements in the permittivity and/or
permeability tensors, were previously investigated using the SDA [2],[4].

Although quasi-static methods have been employed to analyze the dominant
mode characteristics of CPWs and other planar structures on isotropic and anisotropic
substrates, this yields accurate results only at very low frequencies [11]. More accu-
rate frequency dependent solutions have been obtained using full-wave analyses such
as the Spectral Domain Approach (SDA) [2],[3],[10] and the Finite Element Method
(FEM) [12]. While the SDA is a popular choice for analyzing regular planar struc-
tures, the FEM is the most generally applicable and versatile, since it is possible
to model arbitrary geometric and material complexities. When using the FEM, the
domain of interest is discretized using simple geometric shapes, such as triangles,
where the fields are approximated using linear or higher order basis functions. Be-
cause of this, it is also relatively straightforward to compute quantities of interest in
MMIC transmission lines, such as total power, voltage difference and characteristic
impedance. A major drawback of the FEM is the appearance of non-physical or spu-
rious modes. However, these non-physical solutions to Maxwell’s equations, which
appear when using nodal-based finite elements, can be avoided using vector-based
finite elements [12]. In addition to imposing tangential continuity of the electric
and magnetic fields across element boundaries, the vector finite elements also satisfy
the divergence-free condition. Using this type of element, the obtained numerical
solutions correspond to the true physical solutions of the structure. Allocation of
computer resources is also a major concern when using the FEM since such a tech-

nique requires storage and manipulation of large sparse systems. In this case, sparse
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linear solvers are usually more suitable than direct solvers [13].

Until recently, most finite element formulations have been used to analyze the
propagation characteristics of isotropic and biaxially anisotropic waveguides [13],[14]
with explicit application to only isotropic microstrip structures [12]. In this chapter,
an extended vector-based finite element formulation for biazial and transverse plane
anisotropic materials is presented and used to characterize shielded 2-D microwave
structures. A numerically efficient algorithm for finding the largest eigenvalue and
eigenvector is presented based on a forward iteration approach. Higher eigenpairs
can be found using a Gram-Schmidt orthogonalization process [15]. In addition, an
explicit formulation for calculating characteristic impedance applicable to slot-like
MMIC structures is given for linear triangular finite elements. Numerical results are

compared with existing published data to verify the finite element code.

2.1.2 Eigen problem formulation

A full-wave analysis of shielded microwave circuits, which accommodates both elec-

tric and magnetic anisotropic materials, is fully described by the electric field Helmholtz’s

equation given by

VX<Z,1-VxE)—k3?,E=0 2.1)

The permittivity and permeability tensors are modeled as 3 x 3 matrices of the

following form:

_ €ozr €oy 0 _ Paz Hzy O '|
€ = €y €y O K = Bys gy O
0 0 e 0 0 Hzz
The inverse permeability tensor is defined as
[ o
b= by My 0
0 0 p

The latter is evaluated in closed form using symbolic manipulations of the original

permeability tensor. The representative variational functional for the Helmholtz’s
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equation in a two-dimensional domain {2 can be expressed as
F(E) = .;. /] [(v <E) i, (VxE)" —kE ?E] aq. (2.2)
0

Assuming that the dependence of the fields in the z—direction is e~7*=* the functional

in (2.2) can be discretized, using a similar procedure as in [12], to obtain the following

generalized eigenvalue matrix system

Ax 0 e | _ 12 B, B €t
R S 5 1 B

Examining (2.3), it is observed that the matrix on the left is singular; therefore,
there are N eigenvectors that correspond to an eigenvalue k, of zero. N is equal to
the number of nodes in the finite element mesh. These solutions are non-physical
since they do not satisfy the Helmholtz’s equation. However, they can be avoided by
re-writing the matrix system in the following form:

[Bu Bt,]{et}z k2o [Bu+;§‘:‘j; Btz]{et} (2.4)
B, B.. € k2., — k2 B B.. €x
where k4, is the maximum propagation constant in the longitudinal direction. This

= k2€mazfimaz; €maz and fmar are respectively the maximum

is defined as k2

maxr

permittivity and permeability of the domain. In microwave circuit applications,
people are usually interested in the few most dominant modes of the structure; i.e.,
the ones that correspond to the most positive k? and therefore, a larger value of
k2, [(k2,. —k2). Thus, for positive values of k., the eigenvalue k7, /(k.., — k2)
ranges from 1 to “infinity”; 1 corresponds to k, = 0 and “infinity” corresponds to
k, = kpaz. As a result of this transformation, the zero eigenvalues are shifted outside
the range of interest.

It is also important to realize here that although the generalized eigenvalue matrix
system was derived based on a propagating wave of the form e~9%:% there is no
restriction on whether k, is real or complex. One could easily assume that k, = f—ja

where « is really the attenuation constant and f is the actual propagation constant
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in the longitudinal direction. Thus, lossy as well as anisotropic material can be
analyzed using the approach described in this section.

The obtained generalized eigenvalue matrix system can be solved using either
a standard direct solver or an iterative solver. The former usually results in the
computation of all the eigenvalues and eigenvectors of the matrix system. However,
in practice, only the first few dominant modes are desired; therefore, an iterative

solver is usually more appropriate. In this particular case, a power forward iteration

is used.

A. Characteristic impedance formulation

After solving the eigenvalue problem given in (2.3) at each frequency point, the prop-
agation constant in the z—direction and the corresponding normalized transverse and
longitudinal fields inside the structure can be obtained. Both the propagation con-
stant and the fields are needed for the calculation of the characteristic impedance.
Although the definition of the characteristic impedance is not unique for inhomoge-
neous waveguide structures, the voltage-power definition was chosen for the current

analysis. The corresponding expression is given by [5]

2P

where V is the voltage difference between the transmission line and the ground

* N
Zc_—_VV P=> P (2.5)
i=1

plane, P; is the power calculated in each element, P is the total power flowing in the
z—direction, and N is the total number of finite elements in the domain of interest.

The elemental power P; is computed using the Poynting vector defined as

P = %Re [f [ Exm; &zds} - %Re [ [ [ (B.m; - B, m2) ds] (2.6)

where the magnetic field components H, and H,, are calculated directly from Maxwell’s
equations; note that the expressions for the electric field components are known in

closed form. The above integration is performed over the area of each finite element.
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B. A generalized eigenvalue solver
The solution of a generalized eigenvalue problem defined as
[K){z} = A[M]{z} (2.7)

can be computationally intensive and time demanding, especially as the number of
unknowns increases. There are various methods of solving for both the eigenvalues
and the corresponding eigenvectors. The simplest method is to store both matrices
in a full format and then use a direct solver, like those available in EISPACK. Such
a solver usually computes all the eigenvalues and eigenvectors of the matrix system.
This approach, however, is very inefficient both in terms of computational time and
memory requirements. One of the most suitable methods for solving a generalized
eigenvalue problem is the power iteration, otherwise known as forward and inverse
power iteration. Note that the forward power iteration is used to estimate the largest
eigenvalues of the matrix system, whereas the inverse power iteration is used to
estimate the lowest eigenvalues. The major advantages to using a power iteration are:
first, speed-up in computational time; second, complete utilization of the sparsity of
the matrices; third, computation of only a selected number of eigenvalue/eigenvector
pairs. As far as the latter is concerned, it is important to realize that in analyzing
waveguide structures, only the most dominant modes are significant; therefore, it
is not necessary that higher-order eigenvalues and eigenvectors are calculated. In
addition, the accuracy of the higher-order eigenvalues and eigenvectors deteriorates
accordingly, which is another reason for not calculating more than a few eigenmodes.
It is also important to say that the forward power iteration converges much faster
than the inverse power iteration {12], at least for the type of problems considered
in this study, which is another significant reason for implementing this particular

algorithm.
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2.1.3 Validation and numerical results

A complete FEM code based on the analytical formulation presented in previous
sections was written and tested for a variety of geometries and materials. The FEM
code was interfaced with SDRC I-DEAS, a software package from Structural Dynam-
ics Research Corporation with preprocessing requirements such as meshing, material
definition, and boundary conditions. It was also interfaced with other well-known
packages such as PLOTMTV, GEOMVIEW, TECPLOT, and GNUPLOT which can
be used for data visualization and important geometry checks.

The first geometry considered in validating the finite element formulation and cor-
responding code was the coupled microstrip line, shown in Fig. 2.1, initially examined
by Mostafa et al. [4] using a spectral domain approach. The coupled microstrip line
rests on a uniaxial boron nitride substrate (€, = €,, = 5.12, ¢, = 3.4). The effective
dielectric constant, €5y, versus a principal axis crystal rotation angle, 8, as defined
in [4], is depicted in Fig. 2.2 for two different frequencies: f = 10 GHz and f = 20
GHz. A comparison between our results and data obtained from [4] shows a very
good agreement between the two methods.

A second geometry considered was a unilateral finline, illustrated in Fig. 2.3,
already examined by Mansour et al. [5]. The frequency dependence of the effective
dielectric constant €, and the characteristic impedance Z, is illustrated in Fig. 2.4.
Data obtained from the corresponding figure in [5] are also shown on the same graph.
The agreement between the two sets of data is very good. It is important to mention
here that the accuracy of the characteristic impedance depends on the mesh density
in the finite element region, especially near the slot. The reason is due to the fact that
the formulation of the characteristic impedance involves the actual field distribution
in the entire structure. Specifically, fields in the vicinity of the slot, which are
known to exhibit rapid spatial variations, require either a finer mesh or higher order
elements for good representation. In obtaining the results shown in Fig. 2.4, 13

linear triangular elements were used across the slot and a total of 1036 elements in
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< >

Fig. 2.1: Geometry of a coupled microstrip line. Dimensions: h; = 1.5 mm, w = s = 1.5
mm, b = 8.5 mm.
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Fig. 2.2: Dispersion curves for the dominant mode of a coupled microstrip line on a boron
nitride substrate (e;z = 5.12, €4y = 3.4, ¢,; = 5.12). The markers represent data
extracted from a paper by Mostafa et al..
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the entire structure.

A suspended coplanar waveguide with magnetic anisotropic uniaxial substrates,
shown in Fig. 2.5, was also analyzed using the finite element code. This geometry
was initially examined by Mazé-Merceur et al. [3] using the spectral domain ap-
proach. Defining the quantity €.css - piress = (kz/ko)? [3], the effects due to both
electric and magnetic anisotropy are accounted for. A comparison of the €ef - firest
versus frequency between the two methods is illustrated in Fig. 2.6 for a variety
of isotropic and uniaxially magnetic anisotropic substrates. A good agreement is

observed between the two sets of data.

2.2 Spectral Domain Approach

The Spectral Domain Approach (SDA) is a full-wave technique that is using a mod-
ified Galerkin’s approach applied in the Fourier transform or spectral domain. The
SDA is by far the most popular choice of solving boundary-value problems involving
simple and uniform planar printed circuits such as CPW, microstrip, and fin-line,
to name a few. Computation time is a major concern in the calculation of complex
electromagnetic problems, and one major advantage to using the SDA is the excel-
lent numerical efficiency it provides. This is mainly due to the flexibility in choice of
basis functions used. Proper selection can enable use of fewer basis function expan-
sion terms for numerical convergence yielding faster computer codes [16]. However,
a drawback of the SDA is its limited use, particularly to regularly shaped structures
such as planar surfaceé.

In order to decrease the numerical expense involved with other full-wave ap-
proaches without sacrificing accuracy, the SDA has been applied to non-uniform
microstrip lines [17]-[31]. As with uniform microstrip lines, the SDA is perhaps the
simplest and most efficient full-wave approach, combining a straightforward deriva-
tion with efficient expansions for the current densities. In addition, because the SDA

is a full-wave method, the effects of surface waves, radiation, and coupling between
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Fig. 2.3: Geometry of a unilateral finline on a dielectric substrate of ¢, = 3.8. Dimensions:
a=2b=4.7752 mm, s = 0.127 mm, h = 2.3876 mm, d = 0.47752 mm.

500 T T T T
450 |
400 |
350 |-
“w 300 |
g
g 250 |
Ny 200 -
150
100 |- — Z. (FEM) |
; ---- e (FEM) | o 5
50 K . Z, )
i . . Eroff 1
0 1 1 1 13l 1 1 1 i 1 ) ] 1 ] ! 0.0
0 10 20 40 50 60 70 80

30
Frequency (GHz)

Fig. 2.4: Characteristic impedance versus frequency for a unilateral finline; @ = 2b =
4.7752 mm, s = 0.127 mm, h = 2.3876 mm, d = 0.47752 mm, ¢, = 3.8. The markers

represent data extracted from a paper by Mansour et al..
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Fig. 2.5: Geometry of a suspended coplanar waveguide. Dimensions: a = 7.112 mm,
b= 3.556 mm, hy/a = 0.4, hy/a = 0.1, hg/a = 0.5, w = s = b/5.
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Fig. 2.6: Dispersion curves for the dominant mode of a suspended coplanar waveguide.
The markers represent data extracted from a paper by Mazé-Merceur et al..
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conductors and discontinuities are all rigorously accounted for in the computations.
Formulating the problem in the spectral domain is easier since the equations are cou-
pled algebraic equations instead of coupled integral equations of the space domain,
and the spectral-domain Green’s functions are given in closed form as opposed to
the complicated form in the space domain [31].

Since the Green’s function is unchanged, many of the techniques that have been
developed for uniform lines can be used for formulating the discontinuity problem
as well. For example, two areas which have not received much attention, structures
with multiple dielectric layers (both substrates and superstrates) and discontinuities
on different dielectric interfaces, can easily be included in the analysis using a simple
recursion formula [32] in combination with the Spectral-Domain Immitance approach

[33] to compute the appropriate Green’s function.

2.2.1 Novel method for the design of low-coupling structures

Using SDA, a novel method was discovered for the compensation of the even and
odd mode phase velocities, using an additional substrate instead of a superstrate in
microstrip and coplanar waveguide (CPW) structures {34],[35]. This method for de-
signing low-coupling and low-distortion structures is relatively invariant with respect
to frequency, and it does not hinder the placement of circuit elements. The key to
the method is to choose a lower substrate with a relative dielectric constant that is
much smaller than that of the upper substrate. This has been accomplished for both
microstrip and CPW type structures.

As a first example of this method for coupled microstrip lines, the low-coupling
height ratios for a multi-layer substrate coupled microstrip line are plotted in Fig. 2.7
as a function of the lower substrate dielectric constant. There are three different
regions of interest when considering such a design which correspond to two different
low-coupling point regions and a minimum coupling region [36]. For the case shown

in Fig. 2.7, it is evident that there are two different height ratio combinations for
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which low-coupling will occur when the lower substrate dielectric constant is less than
~ 4. However, for lower dielectric constant values of 4.0 < €1 < 9.5, there is only one
height ratio value that minimizes the difference between even- and odd-mode phase
velocities. The value of €,; at which the split occurs, i.e. ¢4 = 4.0, corresponds
to the maximum value for which the even- and odd-mode phase velocities can be
exactly equalized.

The concept of equalizing even- and odd-mode phase velocities can also be ap-
plied to 3-slot edge-coupled CPW structures [35]. As previously done for coupled
microstrips, the low-coupling height ratios for a multi-layer substrate edge-coupled
CPW line are plotted in Fig. 2.8 as a function of lower substrate dielectric constant.
The same three different height combination regions are also seen when considering
an edge-coupled multi-layer substrate design that were seen in the microstrip case,
corresponding to two different low-coupling point regions and a minimum coupling
region. The lower portion of Fig. 2.8 corresponds to the first modal equalization
height ratio, or first low-coupling height ratio, while the upper portion corresponds
to the second low-coupling height ratio. As the lower substrate dielectric constant
is varied for values 1.0 < ¢, < 7.5, both low-coupling points move closer to each
other and eventually meet at a single substrate height combination. For values of
€, > 1.5, there is no substrate height combination for which the even- and odd-
modes can be equalized. Since, this upper range of values does not lead to modal
equalization, a value of €., &~ 7.5 is considered an upper limit for the dielectric
constant of the lower substrate, similar to that seen in the coupled microstrip case.
For dielectric constants above this maximum value, only a single height ratio can be
found that minimizes the difference between the phase velocities of each mode, as
shown in Fig. 2.8. However, to guarantee at least two modal equalization points, the
dielectric constant of the lower substrate, €,,,, should be chosen such that it is much
smaller than that of the upper substrate, ¢,,.

In practical circuit designs of low-coupling structures using multi-layer substrates,
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Fig. 2.7: Low-coupling height ratio points as a function of lower substrate dielectric con-
stant for a compensated coupled microstrip structure.

09}
0.8 -

0.7+

s x
- wy=50pm, wg=30um, s=100um

A —

61.3=13.6, €q=1.0, A=1.0mm, f=1GHz
hy;y=10.0mm, hyy=hy;+hy2=0.1mm

LN BN B A R A
—— Low-Coupling Root #1
Low_CoupIing Root #2
—— Minimum Coupling

\
1.0

2.0 3.0 4.0

5.0 6.0 7.0 8.0 9.0

¢; of Lower Substrate

stant for a compensated edge-coupled CPW structure.

Fig. 2.8: Low-coupling height ratio points as a function of lower substrate dielectric con-




22

the choice of substrate dielectric constants and heights is extremely important. To
achieve low-coupling in a multi-layer coupled microstrip or edge-coupled CPW struc-
ture, the upper substrate dielectric constant must be greater than the lower substrate
dielectric constant, as previously noted. It was demonstréted that there are two low-
coupling height ratios for such structures. If the dielectric constant of the upper
substrate is close in value to the lower substrate, the low-coupling height ratios tend
to vary as a function of frequency. However, if the dielectric constant of the upper
substrate is much greater than that of the lower substrate, the low-coupling height
ratios remain essentially constant as a function of frequency, which is important in
the design of broadband low-coupling and low pulse distortion structures [34],[35].
Typically, to ensure at least two different low-coupling points that are relatively con-
stant as a function of frequency, the ratio of upper substrate dielectric constant to
lower substrate dielectric constant must be at least 2:1.

The choice of low-coupling height ratio is also important. Depending on which
height ratio is chosen, different combinations of thick and thin substrates are needed.
Typically, the first low-coupling height ratio requires a very thin upper substrate
above a thick lower substrate while the second low-coupling height ratio uses a thick
upper substrate above a very thin lower substrate. The combination of substrates is
chosen based upon the circuit application and typical materials used. For example,
a circuit using primarily gallium arsenide (e, = 13.6) as a substrate would most
likely use the second low-coupling height ratio with a very thin lower substrate of
smaller dielectric constant (such as air ¢, = 1.0 or duroid € = 2.2 ) inserted below
the gallium arsenide substrate. However, a circuit using primarily duroid {¢, = 2.2)
as a substrate may use the first low-coupling height ratio with a very thin upper
substrate of high dielectric constant inserted above a lower duroid substrate.

The effectiveness of this modal equalization technique in reducing pulse distor-
tion and crosstalk is demonstrated for coupled microstrip lines. Two examples are

considered, one using a single substrate layer and another using a multi-layer low-
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coupling design as discussed previously. Fig. 2.9 depicts the time domain response
of a Gaussian shaped pulse applied at the input port of a single layer substrate cou-
pled microstrip line after traveling a length of { = 50 mm. A reference undistorted
pulse is shown for comparison purposes. The pulse seen at the direct port appears
distorted in terms of amplitude reduction and pulse widening due to the difference
in even- and odd-mode phase velocities and dispersion in the line. There is also a
significant signal response seen at the crossover port due to the difference in even-
and odd-mode phase velocities which degrades the intended signal response input at
the direct port. The transient crosstalk seen at the crossover port is generally an
undesirable result, especially in high-speed, high-density interconnects which require
small inter-line spacings.

Next, a low-coupling height ratio, as shown in Fig. 2.7, is chosen to equalize
the even- and odd-mode phase velocities using multi-layer substrates for a coupled
microstrip structure. Fig. 2.10 shows the transient signal response of a Gaussian
shaped pulse applied at the input port of a multi-layer substrate coupled microstrip
line after traveling a length of [ = 50 mm. In contrast to the previous single layer case,
the pulse at the direct port has undergone almost no degradation of amplitude nor
has it widened noticeably compared to the undistorted signal. The signal response
seen at the crossover port has also been reduced, with an amplitude of only 15 %
of the amplitude of the original pulse. This is a significant improvement in isolation
between direct and crossover ports as compared to the previous single layer substrate
coupled microstrip case.

To demonstrate the effectiveness of this method for CPWs, two different cases
using an edge-coupled CPW coupler are considered. The first example uses a single
substrate of gallium arsenide (e, = 13.6). The effective dielectric constant (€resr) of
the even and odd modes of such a structure is plotted in Fig. 2.11 as a function
of frequency. Note that the even and odd mode effective dielectric constants have

different values over all frequencies. This corresponds to each mode traveling at
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different velocities at a given frequency. Fig. 2.12 demonstrates what happens if this
structure is then excited at the direct port with a gaussian shaped pulse. A reference
undistorted pulse is also shown for comparison purposes. Note how the pulse from
the direct port has suffered distortion and even “ringing” on the front end due to
the difference in the even and odd mode phase velocities. The crossover port of this
structure also shows significant coupling effects.

The second case attempts to minimize the distortion and coupling in the previous
structure using two substrate layers with gallium arsenide (¢, = 13.6) above a layer
of RT/Duroid 5880 (&, = 2.2). The effective dielectric constant of the even and
odd modes of such a line is plotted in Fig. 2.13 as a function of frequency. The
heights of the substrates are chosen such that the even and odd mode effective
dielectric constants are equal at a single frequency. Although this guarantees that
the even and odd mode phase velocities are equal at only one frequency and no
others, the relative difference between the even and odd modes is minimized as
shown in Fig. 2.13 compared to the previous single substrate case in Fig. 2.11. Using
this modified structure, the pulse responses, at the same distance used in Fig. 2.12,
are shown in Fig. 2.14. A reference undistorted pulse is also shown. The direct port
response has shifted only slightly relative to the undistorted pulse, and has decreased
in amplitude by 3 %. At the crossover port, the coupling amplitude has increased to
almost 8 % of the undistorted pulse. A dramatic increase in isolation between direct
and crossover ports is achieved using this new two substrate low-coupling design
compared to using only a single substrate. This novel design technique enables
the circuit designer to realize low-distortion, low-coupling structures that effectively

decreases pulse degrading effects due to the difference between even and odd mode

phase velocities.
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2.2.2 Improved performance of microstrip couplers

A. Introduction

Fabrication techniques limit the level of coupling that can be obtained with edge-
coupled microstrip lines while differences in the phase velocities degrade coupler per-
formance. Tight couplings are difficult to achieve in edge-coupled microstrip lines
due to the small spacing required. Small spacings and line widths also increase the
conductor loss in the coupler. In addition, coupled microstrips on single substrate
layers have different even and odd mode phase velocities, which degrades the perfor-
mance of the coupler. Optimum coupler design requires equalized phase velocities
for wide range of coupling values, even for tight couplings, using practical line widths
and conductor spacings. The design must also be realizeable, using techniques and
materials that are commercially available. All of these requirements can be met using
substrate compensation to design edge-coupled microstrip directional couplers.

One technique that can be used to equalize the even and odd mode phase veloci-
ties is capacitive compensation, where the capacitance of the odd mode is increased
by including lumped capacitors at either end of the coupling section [37]. While this
provides better isolation, it also makes it more difficult and expensive to fabircate
and does not improve the coupling performance of the circuit. Another technique
that can be used is to place a dielectric layer on top of the coupled section [38], [39).
Although this technique allows the phase velocities to be equalized, care must be
taken to insure that there is not an air gap between the substrate and the overlay
dielectric [38]. In addition, in order to maintain the proper impedances and coupling,
the lines widths and spacings must be decreased, increasing the conductor loss and
making the circuit more difficult to fabricate.

However, the phase velocities of the even and odd modes can also be equalized
using an additional substrate layer that has a dielectric constant that is much less
that of the substrate layer above it [34]. This technique, referred to as substrate

compensation, has been shown to significantly decrease the transient, or forward,
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coupling in coupled microstrip lines by equalizing the even and odd mode phase
velocities [34]. However, while the forward coupling, which is dependent on the phase
velocities, is reduced, the steady-state, or backward, coupling is actually enhanced.
Furthermore, the center conductor spacing required for a given input impedance and
coupling coefficient is larger for a substrate compensated structure than for one using
a single substrate of either material. This allows tighter couplings in edge-coupled
configurations and decreases the conductor loss. Finally, substrate materials are
commercially available with the proper electrical properties and matched thermal
coefficients of expansion to allow the realization of this type of high performance

directional coupler.

B. Two-substrate coupled lines

The geometry for substrate-compensated microstrip lines is shown in Fig. 2.15. The
key to substrate compensation is to choose a lower substrate with a dielectric con-
stant, €1, that is much less than the dielectric constant of the upper substrate, €.
Typically, €1 should be about one-third or one-half of the value of €.3. Choosing the
proper combination of substrate heights and center conductor geometry will give the
desired coupling coefficient and input impedance with the phase velocities equalized.
The Spectral Domain Approach is used to compute the effective dielectric constants
of the even and odd mode [34], [36] and a non-linear optimizer is used to deter-
mine the values of the substrate heights and center conductor geometries that satisfy
the design criteria. All of the cases presented here are designed for a 50() input
impedance.

Results using this technique for the center conductor width and spacing are shown
in Fig. 2.16 for suspended coupled microstrips on alumina in the quasi-static region.
The results are compared with those given by commercially available design software,
LineCalc™, Version 1.3. In both figures, the total substrate height, hyoe = b1 + b
is held constant while the ratio of hy/hy,; is varied. When the height ratio is 0.0, the
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Fig. 2.15: Coupled microstrips with two substrate layers used for substrate-compensated
directional couplers.

structure is a single substrate of alumina and when it is 1.0, it is an air line. For
small values of the substrate height ratio, hy/h;,; < 0.5, the results for the conductor
width agree fairly well. For larger values of the substrate height ratio, the results from
the SDA predict smaller values of the conductor width. The results for the center
conductor spacing have a much larger disagreement. The results from LineCalc™
have a maximum center conductor spacing for height ratio near 0.3, while for the
SDA data the maximum conductor spacing occurs at a value of the height ratio near
0.75. In addition to the large difference in the values of the center condcutor spacing,
the overall behavior of the two graphs is much different.

In Fig. 2.17, the €,.q of the even and odd modes are shown as a function of the
height ratio for the suspended microstrip structure in Fig. 2.16. The results for the
even mode from LineCalc™ are slightly higher than the full-wave results, but show
the same general behavior. On the other hand, the results for the odd mode for
LineCalc™ begin to deviate significantly at a height ratio of 0.5. As the height ratio
increases above 0.5, the odd mode ¢, does not approach a value of 1.0, which is the
value for an air-filled line. However, both techniques predict the crossing of the €,q
for the even and the odd modes near a height ratio of 0.15. Near this value of the
height ratio, the even and odd modes have nearly the same phase velocities. Thus
edge-coupled microstrip directional couplers designed on suspended substrate with

these dimensions will have increased the directivity due to the matching of the even

and odd mode phase velocities.
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In the next three figures, Figs 2.18 through 2.20, the spacing, center conductor
width, and €,.q for coupled microstrips is shown for three different substrate heigth
ratios, 0.0, 0.7, and 1.0 as a function of the coupling coeflicient. The upper substrate

"is RT/Duroid 6010, ¢, = 10.8, and the lower substrate is RT /Duroid 6002, €, = 2.94,
both of which are commercially available and have matched thermal characteristics.
When the height ratio is zero, the structure is a single substrate of 6010 and when
it is 1.0, it is a single substrate structure of 6002. In Fig. 2.18 the center conductor
spacing is shown for values of the coupling coefficient from 10dB to 30dB. For all
values of the coupling coefficient, the spacing required for the compensated substrate
is greater than for either of the single substrate cases. On the other hand, the center

conductor width, shown in Fig. 2.19, for the compensated substrate is between the

widths required for the two single substrate cases.
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for three substrate height ratios.
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The compensated substrate also gives a better match between the even and odd
mode €, as shown in Fig. 2.20. Both single substrate structures show a large differ-
ence between the modal €,.q4’s for all values of the coupling coeflicient, increasing as
the coefficient is decreased. However, the compensated substrate has little difference
between the even and odd mode €,.q4, except at very tight coupling. Note that these
results were produced using a fixed substrate height ratio. It it possible to design the
coupled lines such that the difference in the modal €,.g’s is minimized by choosing

the proper substrate height ratio.

C. Conclusion

Edge-coupled microstrip directional couplers are limited by the conductor spacing
and widths that can be realized in commercial processes. Differences in the even
and odd mode phase velocities also degrade the performance of the coupler. How-
ever, substrate compensation can be used effectively to equalize the phase velocities
on edge-coupled microstrip directional couplers. In addition, the center conductor
spacing requied for a given input impedance and coupling is increased, allowing
easier fabrication. This combination of equalized phase velocities and wider center
conductor spacings allows the design of microstrip directional couplers with tighter

couplings and better performance.

2.2.3 Wide-band coupling reduction

A. Introduction

Ultrafast clock speeds and short rise times of digital signals give them a very large
bandwidth. With clock speeds in the Gigabit/second range and rise times on the
order of 10 picoseconds, these signals will have significant frequency components in
the tens to hundreds of GHz. This wide frequency range requires a full-wave analysis,
rather than a a quasi-static cne, to accurately predict the distortion and coupling of

high-speed digital signals. High speed circuits also have small inter-line spacing to
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increase packing density, which in turn increases coupling distortion and crosstalk.
Successful design of these high-speed circuits requires accurate prediction of pulse
distortion and coupling, as well as a technique to reduce coupling over a very wide
band of frequencies.

Many different techniques have been used to reduce coupling in high-speed digital
circuits. One approach is to place an extra line that is grounded at both ends between
adjacent lines[40, 41]. Although this method can provide some reduction in crosstalk,
it increases fabrication costs, increases inter-line spacing, and requires via holes. In
_ addition, while the direct crosstalk is reduced, the return voltage can increase the
near-end crosstalk. Another technique that can be used is substrate compensation
which reduces crosstalk is through the choice of the electrical parameters of a multi-
layer substrate[34]. This technique allows very small inter-line spacings, less than one
conductor width, while reducing coupling over a very wide range of frequency. For
the case on two adjacent conductors, the crosstalk and coupling distortion can be es-
sentially eliminated. While it is not always possible to completely eliminate crosstalk
for multi-conductor cases, it is usually possible to obtain a significant reduction in
the level of crosstalk through substrate compensation.

In this report, distortion and coupling of wide-band signals on integrated circuit
lines is analyzed using a full-wave approach to obtain frequency-domain data, and
a Fourier transform approach to obtain the time-domain results. The effect of ad-
ditional lines on the distortion and crosstalk of multi-line structures is examined,
showing how crosstalk can be significantly reduced for a wide range of conductor
configurations. Variation of crosstalk and distortion for different pulse widths is also

investigated to illustrate the effect of dispersion for multi-conductor lines.

B. Results
The geometry for a multi-layer, multi-conductor structure is shown in Fig. 2.21. Only

one conductor is shown, with a width w; located at z;, although any finite number
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Fig. 2.21: Geometry of a multi-layer, multi-conductor interconnect.

can be included in the analysis. The interline spacing, s;, is measured between the
adjacent edges of conductors. All of the cases considered here are open laterally,
a — oo, with no cover layer, hy; — oo.
For all of the following results, a ramped pulse is used with a time domain response
given by:
0 for [t| >71+ 7
o(t) = =T gy r<|t| <747
1 for |t| <~
where 7, is the rise time and 7 is the pulse duration. Only symmetric conductor
configurations are considered and the lines are numbered consecutively from one
side to the other, i.e. for the four conductor case, line 1 and line 4 are on the outside,
with lines 2 and 3 in the center.
To design a substrate-compensated, low-coupling structure, the substrates ma-
terials and heights need to be chosen such that the maximum level of crosstalk
on the adjacent lines is minimized. For the single layer case, the lines closest to

the excited line have the highest level of crosstalk. However, for the multi-layer

case, the crosstalk level on the closest lines may be less than on those further away.
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The maximum crosstalk on adjacent lines as a function of substrate height ratio,
hri/(hra + hr1) is shown in Fig. 2.22 for two, three and four symmetric microstrip
lines and in Fig. 2.23 for two and five symmetric microstrip lines. The maximum
crosstalk is calculated using the quasi-static values of the phase constants and the
current matrix for a ramped pulse with 7 = 100 picoseconds and 7, = 10 picosec-
onds at a distance of 25 mm. Only the results for unique excitations are shown, for
example, in the four conductor case exciting line 4 is equivalent to exciting line 1,
since the structure is symmetric.

For the two-conductor case, shown in both Fig. 2.22 and Fig. 2.23, there are
two values of the height ratio which eliminates the crosstalk on the adjacent line.
Likewise, for the three-conductor case with the middle line (line 2) being excited, it
is also possible to essentially eliminate the crosstalk on both of the adjacent lines.
For this case, the behavior of the maximum crosstalk level is very close to the two-
conductor case, except that the highest level of crosstalk is only about 0.36 compared
with 0.5 for the two line case. These cases are similar because there is at most one
conductor on either side of the excited line.

While it was possible to essentially eliminate the crosstalk for the 2 line case
and the three line case with line 2 excited, for the four and five conductor cases,
and the three conductor case with line 1 excited, there is a limit to the reduction of
the crosstalk. The reason for this is that while the crosstalk to the nearest lines is
greatly reduced, the crosstalk to lines farther away is not reduced as much and so the
maximum crosstalk of all of the lines is larger than the crosstalk level on the nearest
line. Thus, while it is usually possible to essentially eliminate the crosstalk to the
nearest lines in a multi-conductor case, the overall crosstalk reduction is limited by
the crosstalk to lines farther away.

Just as the 2-line case was similar to the 3-line case with line 2 excited, the
crosstalk levels for 3 lines with line 1 excited and 4 lines with line 2 excited show

very similar behavior, especially in the low-coupling regions. These cases are similar
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because there is at most 2 conductors on either side of the excited conductor. Thus it
would be expected that the case of 4 lines with line 1 excited will give results similar
to the following cases; 1) 5 lines, line 2 excited, 2) 6 lines, line 3 excited, and 3) 7 lines,
line 4 (the middle line) excited, since these cases have at most three conductors on
either side of the excited line. Indeed, the 5 line case with line 2 excited in Fig. 2.23
is similar to the 4 line case with line 1 excited in Fig. 2.22. Since additional lines,
i.e. more than four on either side of the excited line, would have little effect on the
crosstalk and coupling distortion, it is expected that the low-coupling regions shown
in Figs. 2.22 and 2.23 would have reduced coupling for any number of lines of these
widths and spacings on this substrate.

In the low coupling regions of Figs. 2.22 and 2.23, the crosstalk to the nearest
lines is drastically reduced, even essentially eliminated, but the crosstalk on lines
farther away is not reduced by as much and so these lines have the highest level of
crosstalk. This effect can be seen in Fig. 2.24 where the maximum crosstalk as a
function of the substrate height ratio on each of the individual lines is shown for the
five conductor case with the outside line (line 1) being excited. The crosstalk level on
the nearest line, line 2, is greatly reduced, from 0.42 to 0.04, for two different values
of the substrate height ratio, as with the two conductor case. However, near those
two values, the crosstalk on line 3 is much higher, and so the maximum crosstalk on
all of the lines is not reduced as much. Furthermore, for height ratios between 0.35
and 0.85 the maximum crosstalk level occurs on line 4, two lines removed from the
excited line. Thus for multi-conductor, multi-layer structures the highest crosstalk
level is not necessarily on the nearest conductor. However, while it may not be
possible to essentially eliminate the crosstalk on a multi-line structure with substrate
compensation, it is still possible to get a substantial reduction in the crosstalk using
substrate compensation. For the five line case, the maximum crosstalk level on the
other lines can be a reduced by up to a factor of four.

Results for distortion and coupling of a ramped pulse on a four-conductor line
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Fig. 2.22: Maximum crosstalk on a two-layer substrate for two, three, and four signal
conductors as a function of the substrate height ratio, hri/(hr1 + hr2) (w = s = 0.6
mm, €11 = 2.94, €12 = 10.8, &,y1 = 1.0, hy + bz = 0.635 mm, hyy — 00).

are shown in Figs. 2.25 and 2.26 where 7 = 100 picoseconds and 7, = 10 picoseconds.
For this example, line 1 is excited and the responses on all four lines are shown at
a distance of { = 50 mm as a function of the normalized time, (¢ — to)/7, where ¢ is
time, to = (I/€)\/€refi(min)(0), ¢ is the speed of light, and €reff(min)(0) is the minimum
effective dielectric constant of the four modes in the quasistatic region. Fig. 2.25 is
a single-layer substrate, while Fig. 2.26 is a two layer substrate designed to have low
coupling through substrate compensation by choosing hri1/(kri + hr2) = 0.875.

In Fig. 2.25, the crosstalk on the adjacent line is almost 40% of the amplitude
of the initial signal, representing a very high level of crosstalk. The highest level of
crosstalk occurs on the nearest line, line 2. The pulse on line 1 has also broadened
in time, due to coupling distortion. On the compenstated substrate, however, the
maximum crosstalk on the adjacent lines is only 15% of the amplitude of the initial

signal. The maximum crosstalk occurs on line 3, which is one removed from the
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Fig. 2.23: Maximum crosstalk on a two-layer substrate for two and five signal conductors
as a function of the substrate height ratio, hry/(hr1 + hr2) with the same dimensions
as in Fig. 2.22.

excited line. On the other hand, the response on line 2 is only 5% of the amplitude
of the intial signal, the lowest of the three adjacent lines. Thus, this substrate
configuration minimizes the coupling to the nearest lines, but only slightly decreases
the coupling to lines farther away. However, the crosstalk has been substantially
decreased using substrate compensation.

As the pulse duration, 7, or rise time, 7,, decreases, the signal will suffer more
degradation due to dispersion. Using the same structures as in Figs. 2.25 and
Fig. 2.26, the time domain response on the four lines is shown in Figs. 2.27 and
2.28 for a ramped pulse with one-half the duration, 7 = 50 picoseconds, and the
same rise time, 7, = 10 picoseconds. The pulse on the uncompensated substrate
shows much more coupling distortion and pulse widening than the longer pulse in
Fig. 2.25. The crosstalk on the adjacent lines is also much greater, due to the shorter

pulse width. On the other hand, the pulse on the compensated substrate shows much



41

0.5 -

1
»
PO Y

Maximum crosstalk level

e
—
1

1

0.0 0.2 0.4 0.6 0.8 1.0
Height ratio, by ,/(hy +hy »)

Fig. 2.24: Maximum crosstalk on the four adjacent lines of a two-layer structure with five
signal conductors as a function of the substrate height ratio hr;/(hr1 + hr2) with the
same dimensions as in Fig. 2.22.

less distortion due to coupling, and the crosstalk on the adjacent lines is much lower.

2.2.4 Closed-form expressions for the design of microstrip lines with two substrate

layers

A. Introduction

As more microwave circuit applications move into the commercial field, consider-
ations such as process yield, repeatability and manufacturability place additional
demands on microwave design tools. While full-wave finite-element and moment-
method analysis tools are now becoming available that provide very accurate results,
design tools must trade some accuracy for speed, returning very good results in min-
utes, instead of hours. These design tools must be based on an accurate full-wave
technique so that the designed element has the desired performance when used in

the analysis tool. For example, a transmission line that is 508 in the design tool
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Fig. 2.25: Pulse distortion on four symmetric conductors at a distance I = 50 mm with
line 1 excited (w = s = 0.6 mm, €,1; = 2.94, €, = 10.2, €;y1 = 1.0, Ay = 0.635 mm,
hrz = 0 mm, hy; — o).
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Fig. 2.26: Pulse distortion on four symmetric conductors at a distance ! = 50 mm with
line 1 excited (w = s = 0.6 mm, €11 = 2.94, ;12 = 10.8, &xy1 = 1.0, hy; = 0.55562

mm, hrz = 0.07938 mm, hy; — o0).
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Fig. 2.27: Pulse distortion on four symmetric conductors at a distance ! = 50 mm with
line 1 excited and the same dimensions as in Fig. 2.25.
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Fig. 2.28: Pulse distortion on four symmetric conductors at a distance ! = 50 mm with
line 1 excited and the same dimenstions as in Fig. 2.26.
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should not evaluate to a 45() line on the analysis tool. To analyze the process yield,
many similar cases must be analyzed to calculate the sensitivity of the design to
process variation, emphasizing the need for very fast design tools. Complicating the
microwave design problem is the increased use of multi-layer geometries, for which
there are no accurate formulas available. Accurate and efficient design tools that can
be used for multi-conductor, multi-layer geometries are required to achieve the goals
of successful microwave design.

Accurate closed-form expressions for the transmission line parameters, € ef and
Zo, of open microstrips on a single substrate have been available for many years [42],
[43]. Closed-form expressions for the transmission line parameters of coupled micro-
strips on suspended substrate have been made available more recently [44]. However,
there are not any closed-form expressions for the parameters of open microstrips in
more general structures, even for the simple single-conductor, two-layer substrate
case. The goal of this research is to develop closed-form expressions for the design

of open microstrip lines with two substrate layers.

B. Analysis

The general trends of the parameters of a single substrate microstrip are well-known,
e.g. wider center conductors have increased €,.q and decreased impedance. However,
for as few as two substrate layers, the general trends of the transmission line pa-
rameters become much more complicated. For example, if the dielectric constant of
the upper substrate is much greater than that of the lower substrate, the €. for
the odd mode can be higher than that of the even mode [34], which is the reverse
of the single layer case. Furthermore, increasing the width of the center conductor
can actually decrease the effective dielectric constant for a single microstrip on a
two-layer substrate. Thus it is important that any closed-form expression accurately
take into account the unique behavior of multiple substrate structures.

The design tools proposed in this work have been generated using the Spectral
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Domain Approach [45] to compute the transmission line parameters of single and
coupled microstrips on two-layer substrates. A recurrence relation is used to compute
the dyadic Green’s function [34] and the expansion functions chosen are Chebyshev
polynomials modifying the appropriate edge conditions [46]. Five longitudinal and
four transverse current expansion functions are used to insure accurate results, with
all calculations being done in double precision. The analysis is valid in the quasi-
static region. The numerical results from the SDA are used to create curve-fitted
formulas that are valid for a wide range of substrate parameters and conductor
configurations. Wherever possible, the results have been compared to previously
published data and other formulas to verify the accuracy of these new formulas.
The geometry of the two-substrate layer microstrip used in the present analysis
is shown in Fig. 2.29. The total height of the substrate layers, hiot = h1 + hg, is held

constant and the design formula uses the following as design parameters:
e ratio of the width to total height, w/hio
o the height ratio, h, = hq/h¢s
e the dielectric constants, €1 and €2

e the effective dielectric constants of the single layer cases, €res(h, = 0) and

6reﬂ'(hr = 1)

We seek a formula that relates the above parameters of the substates to the trans-
mission line parameters of this structure.

Fig. 2.30 through Fig. 2.32 show the effective dielectric constant as a function
of the the height ratio for different dielectric constants of the lower substate in the
quasi-static region. Three different normalization schemes are used in the graphs. In

Fig. 2.30, a linear normalization is used, described by

6‘reﬂ'(linea'r)(hr) = Q‘eﬂ"(hr) - 6reﬂ'(O)
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Fig. 2.29: Geometry of coupled microstrips with two substrate layers.

— hr [€renr(1) — €renr(0)] (2.8)

where €,.g(0) and €,.x(1) are the effecitive dielectric constants for the single substrate

cases, given by
erer(0) = 5reﬂ'|h1/hm.=o.o (2.9)
Erei(1) = Ereﬂlhl/h,o.=1.0 (2.10)
These values can be determined from any of the many approximate formulas for the
effective dielectric constant of a single substrate structure. While this normalization
gives reasonable results when €1 > €2, when € < €2 the results are functions that
are much more complex. In addition, this normalization does not result in a fit that
is monotonic as a function of the substrate dielectric constant.
In Fig. 2.31, the normalization is based on the capacitance of a parallel plate

waveguide with two dielectric layers and is given by
6reﬂ'(ppw_q)(h'r) =

6'reﬂ"(())ﬁ-reﬂ'(].)
b [€ret(0) — €rer(1)] + €resr(1) Ereti(hr) (2.11)

Using this normalization gives a better initial approximation to the effective dielectric
constant and makes the graphs more uniform for the case when ¢,1 < €. In addition,

the normalized functions are monotonic as a function of the substrate dielectric

constants, simplifying the curve-fitting procedure.
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Fig. 2.30: €req of a microstrip on a two-layer substrate normalized using (2.8) as a function
of the substrate height ratio for different values of €, (w/hso = 1.0).
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Fig. 2.31: €req of microstrip on a two-layer substrate normalized using (2.11) as a function
of the substrate height ratio for different values of €7 (w/hi,; = 1.0).
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The final normalization, shown in Fig. 2.32 involves mapping the height ratio
such that preceeding equation becomes a linear one. The equation for remapping

the height ratio, and the corresponding normalization for €,.¢ are given by

, et (0)ere(1) )
by = {hr o) — era (L] + 6rea(l) e"“(“)}

1
. 61*eﬂ'(1) - 6'reﬂ'(o)

(2.12)

6""’ff(l’}”1ll.q)(hT) = 6'l'eff(h1')‘l'ereﬂ(o)

— by [€rer(1) — €reqr(0)] (2.13)

This mapping is the one most suited to curve fitting the data, giving an overall
relative error that is lower than the error obtained with other techniques using the

same order of fitting function.

The full formula for a single microstrip is given by

E‘rt»:ﬂ'(o)ereff(]-)
hr [ﬁreﬂ'(o) - 6reﬂ'(]-)] + 6'reﬂ'(l)

6reﬂ’(hr) =

+ {2_:1 buTn(hy)" + E_jlan(em - 1)}
KL= 1) (2.14)
— h: [Creﬂ"(l) —_ Creﬂ‘(O)] + 6reﬁ'(o)

s { z b T (H)" + g anerm — 1)}

hI(1 = R (2.15)
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Fig. 2.32: €. of microstrip on a two-layer substrate normalized using (2.13) as a function
of the substrate height ratio normalized using (2.12) for different values of €1 (w/hiot =

1.0).

where T,,(h!) is the Chebyshev polynomial of the first kind of order n. The coefficients

in the above expression, b, and a,, can be determined using the following relations;

b = [een(1) = era(0)] 10 3 cni (1) (0) (2.16)
an = i:dﬂ;(w/htat — 1.0)° (2.17)

i=1

where the constants cy; and d,; are given in Table 1 and Table 2. Most of the
dependence on w/hy, is implicitly contained in €..4(0) and €.es(1) and so only a
small, and simple correction factor is used to improve the accuracy of the solution

over a wider range of width to height ratios. The relative error of the function is

defined here as

o Erei(Br, W/ Rtot, €r1, €r2) (2.18)
relative ﬁreﬂ'(hn w/htot, €1, 672) .

where €!4 is the approximate value calculated by (2.15) and €eq is the value cal-

(error)

culated by the SDA. For 0.2 < w/hy, < 3.5, (2.15) gives results that are accu-
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Table 2.1: Coeficients, d;, for equation (2.16)

n=1 n=2
1.94409x10~2% | -5.00773x10~3
-7.09419x1073 | 4.91136x10~%
2.41479x1073 | -2.12875x10~3
-3.92206x10~* | 3.55627x10~3

QO D] =] e

rate to within 3 percent relative error over all values of the height ratio and for

1 < €1, 62 <10

C. Conclusions

A closed-form expression for the effective dielectric constant of an open microstrip
on a two-layer substrate was presented that gives results that have less than three
percent relative error. The formula uses the value of the effective dielectric constant
of two single layer cases in addition to the physical parameters to provide the accurate
results. Results have been validated in the quasi-static region with 0.2 < w/hy: <

3.5, 1 < €1, €2 < 10 and for all values of the height ratio.



Table 2.2: Coeficients, cy;;, for equation (2.16)

-3.52724x10~*

L C1¢5
] i=1 i=2 i=3 i=4
1 -1.043209 | -0.0503390 | -0.0797488 0.00798507
2 -0.675972 0.123333 | -0.00725776
3 0.115952 | -0.00501308
4 -0.00759135
C2ij
j i=1 i=2 i=3 i=4
1 -0.146779 0.474085 | -0.0278816 0.00152566
2 0.539591 -0.142693 } 0.00435987
3 -0.103164 0.0104707
4 0.00659505
C3ij
j i=1 i=2 i=3 i=4
1 0.427940 -0.976178 0.0920436 -0.00530197
2 -0.538552 0.235510 | -0.00943642
3 0.0863343 | -0.0152405
4 -0.00494465
C4ij
j i=1 i=2 i=3 i=4
1 -0.04520958 0.388317 | -0.0176737 | 7.35419x10~*
2 0.109800 -0.107298 | 0.00282642
3 -0.00953375 | 0.00784613
4 || -4.78285x107°
Csij
] i=1 i=2 i=3 i=4
1 0.0749343 -0.233050 0.0164757 | -8.25541x10~*
2 -0.0811032 0.0594164 | -0.00200066
3 0.00974942 | -0.00406101
4




CHAPTER 3

ANALYSIS OF 3-D ELECTRONIC PACKAGING CIRCUITS

3.1 Introduction

Recent advancements in Monolithic Microwave Integrated Circuit (MMIC) technol-
ogy resulted in electronic packages of significantly smaller size and a larger number
of printed interconnects on the motherboard. Accurate design and optimization of
such high-speed high-density microwave circuits becomes a major challenge when it
comes to high performance and low cost. High frequency operation is usually the
main cause of strong coupling and interference among neighboring transmission lines,
thereby affecting the overall electrical performance of the package. The presence of
abrupt discontinuities, microstrip bends, bond wires, metallic bridges and vertical
conducting vias results in additional parasitic effects such as radiation and time de-
lays. The major objective of current technology is the design of electronic packages
that are optimized to minimize severe parasitic effects without necessarily increasing
the cost or the complexity of the manufacturing process.

The existing high demand for the development of more accurate, versatile and
efficient numerical models which can be used in the design and characterization
of microwave circuits mandates the implementation of full-wave techniques such as
the Finite-Difference Time-Domain (FDTD) method [47}, the Spectral Domain Ap-
proach (SDA) [48], and the Finite Element Method (FEM) [49]. The FDTD method
is probably the most extensively used technique for the analysis of geometrically
complex packaging structures. It was initially applied for the evaluation of frequency
dependent parameters of basic microstrip discontinuities [50],[51]. It was later im-
plemented successfully in the analysis of more complex structures such as filters,
microstrip transitions, bond wires, bridges, etc. [52],[53]. However, the main draw-
back of the method is that curved surfaces and non-rectangular volumes are usually

modeled using a staircasing approach. The SDA technique is alsc very popular in
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the area of microwave circuit analysis and design. Its main disadvantage though is
that it can only handle metalizations in the same plane. Although the method can
be extended to treat conducting transitions in the vertical plane [54], it still is re-
stricted to specific type of geometries. On the contrary, the FEM is the most versatile
and flexible numerical technique to be used in the analysis of geometrically compli-
cated electronic packaging structures. The introduction of vector finite elements
[55], the valuable contributions on Absorbing Boundary Conditions (ABC) [56] and
the effectiveness of sparse matrix iterative solvers, created a conducive environment
for the evolution of the method in the area of computational electromagnetics. The
FEM has been extensively used for scattering and radiation problems [57], waveguide
propagation problems [58], and analysis of two-dimensional (2-D) MMIC structures
[12],[59]. Recently, the method has been applied in the S-parameter evaluation of
three-dimensional (3-D) MMICs such as microstrip transitions, planar discontinuities
and conducting vias [60]-[62].

This study formulates a full-wave analysis and implementation of the finite ele-
ment method to solve geometrically complex and practical microwave circuits. Un-
like previous work done on the subject [60]-[62], a 2-D eigenvalue analysis [59] is
now performed at the input port to compute the field distribution of the dominant
or higher order modes; the circuit discontinuity is then excited with the governing
modal distribution. The eigenvalue analysis is also applied to the output port in
order to calculate the frequency dependent propagation constant and characteristic
impedance of the transmission line. The dispersive propagation constant at the input
and output ports is used in the implementation of the ABCs, whereas the characteris-
tic impedance is used in the evaluation of the S-parameters. The current formulation
is proven to be efficient, flerible and extremely accurate in analyzing complex 3-D
microwave circuits. It is efficient because of the use of a 2-D eigenvalue analysis to
determine the excitation fields and needed circuit parameters. It is versatile because

the input and output ports are not restricted to a single microstrip line; coplanar
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waveguides, coupled microstrip lines and finlines can also be used. It is accurate

because the excitation field, propagation constant and characteristic impedance are

computed at every frequency using a full-wave approach.

3.2 The Finite Element Method

A full-wave finite element method is used in the analysis of complex electronic pack-
aging circuits printed on single or multi-layer substrates. A typical microstrip discon-
tinuity is illustrated in Fig. 3.1. The input port of the structure is excited using the
dominant field distribution at a specific frequency. The governing field distribution at
the input port is evaluated apriori using a two-dimensional eigenvalue analysis [59].
Both input and output ports are appropriately terminated using absorbing boundary
conditions that are directly applied to the transverse electric field component at the
surface. The same type of absorbing boundary conditions are also used to effectively

terminate the side walls of open structures.

The three-dimensional finite element analysis starts with the discretization of

Helmholtz’s equation in a source free region
V x (4] V xE) =k [e] E=0, (3.1)

where [¢,] and [u,] are, respectively, the relative permittivity and permeability tensors
of the domain. Using the well-known Galerkin’s technique, (3.1) may be transformed

in a weak integral form given by

/Q([u,]-lv xE)-(V N)dV—kf/ﬂ[er]-E-NdV+f;([,u,]‘1VxE)-(N xdn)dA =0

(3.2)

where &, is the normal to the surface unit vector pointing outside the finite element

volume, and N denotes a given vector testing function. The closed surface integral
in (3.2) is nonzero only on nonperfectly conducting surfaces.

By discretizing the integral equation in (3.2) with the use of tetrahedral elements,

the electric field E is expanded in terms of a set of vector basis functions N to finally
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Fig. 3.1: Three-dimensional rendering of a typical microstrip discontinuity.

obtain the following elemental matrix system:
[M* + B, + Bg, + B, {E°} = {b°} (3.3)
where

MeG,j) = /Qe{v x N7 - [1]™! - {V x N;} dV — &2 /ﬂ N7 . [e,]- N; dY3.4)

BS,(i,5) = ik [, AN X} ] (N oy} A (3:5)
B (ir) = gho [ AN X s} [u ™+ (N X s} dA (36)
B3, () = k@l [ ANox an T (i)™ (N x i} dA (3.7)

b(5) = /S;{N,-x&m}T-[p,]“-{Ei“cx&nl}dA (3.8)

where i, j = 1,...,6. The elemental matrices are then assembled into the global matrix

using the edge connectivity information. The global matrix system is solved using
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an efficient Conjugate Gradient Square (CGS) solver with Jacobi preconditioning.
For better and faster convergence, the iteration is done in double precision.

Once the electric field distribution is obtained everywhere in the structure, the
next step is to evaluate the corresponding voltages at the two ports. Note that
although the theoretical formulation was based on a two-port network, it can be

easily extended for multiple ports. The S-parameters of the structure are evaluated

using
1/1 _ lref
Sn = —"/I—;gr— (3.9)
‘/2 ch
So1 = v\ 7, (3.10)

where V; and V; are the voltages calculated at ports 1 and 2 (3-D analysis), re-
spectively, whereas V;*/ is the reference voltage calculated at port 1 (2-D analysis).
Also, Z,; and Z., are the corresponding characteristic impedances of the transmis-
sion lines at the two ports. These were calculated apriori using the 2-D finite element

eigenvalue analysis.

3.3 The Finite-Difference Time-Domain Method

The Finite-Difference Time-Domain (FDTD) method is extensively used in this study
to verify some of the predicted data obtained using the FEM. In this section, the
method is briefly introduced by presenting some of the most important details in
terms of its implementation in packaging and microwave circuits.

The FDTD method is one of the most popular numerical techniques for solving
complex electromagnetic problems. The FDTD method is finding applications in a
wide spectrum of simulation problems including antennas for wireless communica-
tions, biomedical applications, microwave circuits, electronic packaging and electro-
magnetic scattering and penetration. The popularity of this method is attributed

to its simplicity in implementation and computer programming, its ability to handle
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arbitrary and complex geometries including different materials, and the fact that
it is a time-domain method. Frequency information is obtained through a single
simulation over a broad frequency spectrum.

An FDTD code suitable for analyzing general multi-conductor structures has
been developed. The code is quite general in terms of modeling different material
and conductor discontinuities, such as the ones found in electronic packages. The
developed code uses first-order Mur absorbing boundary conditions. These have been
proven to work well in applications involving microwave circuits. The electric wall
source condition has been implemented to excite the dominant mode of structures
investigated in this paper. Since the FDTD method uses rectangular bricks as the
basic mesh elements, it is predominantly suited for planar structures. For structures
characterized by curved surfaces the FEM is more suitable.

In obtaining the S-parameters of a given structure, a source plane is imposed
at the input port. The excitation signal is a Gaussian pulse in the time domain.
Once the pulse is launched, the first-order Mur absorbing boundary conditions are
immediately turned on. The numerical simulation is carried out twice. The first
simulation occurs in the absence of the discontinuity. This is required in order
to establish a reference incident waveform propagating along the microstrip line.
The reference plane is defined N cells away from the beginning of the discontinuity.
A second simulation is repeated in the presence of the discontinuity and the time
signature of the incident and reflected voltages at the reference plane is obtained.
Using the two simulations, the incident and reflected time-domain waveforms are
first calculated, and then used to evaluate the amplitude and phase of the return
loss. A similar argument holds for the transmitted voltage used in the evaluation of

the insertion loss of the structure.
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3.4 Numerical Validation and Results

The finite element formulation presented in Section 3.2 was successfully implemented
and applied to a variety of three-dimensional circuits that are frequently used in
microwave electronic packages. The finite element method was extensively verified
by comparing with results obtained using the finite-difference time-domain method
briefly outlined in Section 3.3.

The first geometry considered, primarily for verification purposes, is the rectan-
gular microstrip patch antenna shown in Fig. 3.2. The patch antenna is printed on
a RT/Duroid substrate with e, = 2.2 and height 0.794 mm. A 50 Ohms microstrip
line is used to excite the patch. The same exact geometry was analyzed in the past
by Sheen et al. [52] using the finite-difference time-domain method. The same mesh
sizes suggested in [52] were also used here; i.e., Az = 0.389 mm, Ay = 0.4 mm,
Az = 0.265 mm and At = 0.441 ps. These mesh sizes result in an integral number of
cells along the width and length of the patch, but not along the width of the micro-
strip line feeding the patch. The resulting FDTD mesh dimensions are 61 x 100 x 17
cells.

The Return Loss (RL) obtained using the FEM and the FDTD method is shown
in Fig. 3.3. A fairly good agreement between the two methods is illustrated. For
frequencies lower than 10 GHz, where the mesh density is sufficiently fine, the agree-
ment between the two numerical techniques is excellent. Two different finite element
discretizations were considered: one with 22,702 tetrahedras and the other with
28, 883 tetrahedras. However, as shown in Fig. 3.3, only a minor improvement is ob-
served in the predictions when running the largest discretization. A possible source
of error in the calculations is the inability of the FDTD method to properly match
all microstrip surface dimensions. A narrower microstrip line for example, always
results in a larger characteristic impedance, thereby affecting the return loss of the
structure, especially at the higher frequencies. On the other hand, using the FEM,

all geometry dimensions are precisely modeled.



59

Fig. 3.2: Geometry of a rectangular microstrip patch antenna on a RT /Duroid substrate
with ¢, = 2.2.
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Fig. 3.3: Return loss of a rectangular microstrip patch antenna.
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In order to provide insight into the computational effort required by the FEM, the
following statistics were reported. The original mesh consisted of 22, 702 tetrahedras
and a total of 25,625 unknowns. The computational time was approximately 30 min-
utes per frequency point in the lower frequency range and 15 minutes per frequency
point in the upper frequency range. This problem was run on a 370 IBM RISC/6000
UNIX workstation. The solution tolerance based on the residual norm was set to
1.0e — 6. The recorded computational time also accounts for the CPU time needed
in evaluating the modal field distribution at the input port. On the other hand, the
FDTD code took approximately 45 minutes for the overall simulation; 8,192 time
steps were allowed for the pulse to propagate out. The simulation was done on a
Silicon Graphics Power Indigo2 workstation with an R8000 processor. Note that the
latter is a significantly faster computer than the 370 IBM RISC/6000.

The second circuit considered in this study was also extracted from the paper by
Sheen et al. [52]. This is the low-pass filter illustrated in Fig. 3.4. The perfectly con-
ducting microstrip surfaces are printed on a RT/Duroid substrate with e, = 2.2 and
height 0.794 mm. This geometry was run using both the FEM and the FDTD codes
for a frequency range of 20 GHz. The magnitude of S;; and S2; versus frequency is
illustrated in Figs. 3.5 and 3.6, respectively, whereas the corresponding phases are
illustrated in Figs. 3.7 and 3.8. The phase of S;; was evaluated at a distance 4.233
mm away from the discontinuity; the phase of S;;, on the other hand, was evaluated
3.3864 mm away from the discontinuity. All four figures show an excellent agreement
between the two methods. The finite element mesh consisted of 28,914 tetrahedras
and a total of 33,532 unknown field components. The corresponding CPU time
for this problem was approximately 20 minutes per frequency point in the lower
frequency range and 10 minutes per frequency point in the upper frequency range.
Note that although the low-pass filter is computationally a larger problem than the
microstrip patch antenna, the required CPU time is significantly less. The reason is

related to the condition number of the resulting matrix system. As far as the FDTD
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method is concerned, the mesh dimensions were the following: Az = 0.4064 mm,
Ay = 0.4233 mm, Az = 0.265 mm and At = 0.441 ps. The overall mesh size was
81 x 101 x 17 cells. The required computational time was approximately 50 minutes;
again, a total of 8,192 time steps were allowed for the pulse to propagate out. The
simulation was run on a Silicon Graphics Power Indigo2 workstation with an R8000

Processor.

2.413 mm

Fig. 3.4: Geometry of a low-pass filter on a RT/Duroid substrate with ¢, = 2.2.

Although spiral inductors, as well as inductors in general, are commonly found in
microwave circuits, most of the relevant analysis has been done based on either quasi-
static methods [63] or rectangular grid methods such as FDTD, SDA, Transmission
Line Method (TLM), and Method of Lines (MoL) [64]. Using the FEM, electromag-
netic modeling of curved structures becomes only a matter of simply drawing and
discretizing the geometry. A circular spiral inductor connected in series with a mi-
crostrip line on an Alumina substrate with €, = 9.8 is shown in Fig. 3.9. One end of
the spiral is bonded with the microstrip line at port 2 through a cylindrical metallic
bridge. The bridge surface is defined by three points: the first point is in the center
of the spiral, the second point is at the edge of the microstrip line, and the third
point is in the middle of the gap (height of 1.0 mm). The spiral is made out of 13
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Fig. 3.6: Insertion loss of a low-pass filter.

1 Il A L Il

EEER
(dp) 'eg 30 spnjrudepy

|
10
i

' 0

L | L 1
= S 0 1
- a X ? i



63

20

18

16

14

12

10

8

Frequency (GHz)

Fig. 3.7: 511 phase of a low-pass filter.
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turns with width 0.2 mm. The microstrip line at the input and output ports is 0.635
mm wide, and the substrate height is also 0.635 mm. The magnitude of Sj; and S2;
calculated using the FEM is illustrated in Fig. 3.10. Although measurements were
not available for data comparison, the geometry discretization in both cases was suffi-
ciently fine to ensure accurate simulations. Specifically, the mesh consisted of 26,096
elements and a total of 31,093 unknowns. The corresponding computational time
was approximately an hour per frequency point in the lower range of frequencies,
and 20 minutes per frequency point in the intermediate-to-upper range of frequen-
cies; again, a 370 IBM RISC/6000 workstation was used to run this problem. Most
of the computational effort (90%) was spent solving the linear system of equations.
Comparing the two plots in Fig. 3.10, it is interesting to observe that those are not
identical, although very similar. The minor differences are attributed basically to the
presence of the cylindrical metallic bridge. In addition, it is important to mention
here that the spiral inductor behaves as a lumped element only in the lower range
of frequencies (linear region); at higher frequencies the structure begins to resonate
due to additive capacitive effects.

A spiral inductor is usually connected either in series or in parallel. The same
configuration as the one used in the previous example is now connected in shunt with
a microstrip line printed on an Alumina substrate. The geometry and dimensions
of the structure are shown in Fig. 3.11. The center of the spiral is grounded using
a planar conducting via. The magnitude plots of S;; and S3; calculated using the
FEM code are shown in Fig. 3.12. Although comparisons are not available, it is
interesting to observe that at lower frequencies the structure indeed behaves as a
lumped inductor connected in shunt. Such structure though is highly resonant;
therefore, multiple peaks and nulls appear in the higher frequency range. As a result,
the resulting S-parameters are plotted only up to 7 GHz. The finite element mesh
for this problem consisted of 43,588 tetrahedras and a total of 51,270 unknowns.

Spiral inductors are used in microwave circuits to simply introduce a relatively
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Input Port

Fig. 3.9: Series spiral inductor printed on an Alumina (¢, = 9.8) substrate of height 0.635
mm. The end of the spiral is bonded with a microstrip line through a metallic bridge of
height 1.0 mm. The bridge has an arc shape defined by three points. Other dimensions:
w; = 0.635 mm, wy = w3 = 0.2 mm, wy = 2.3 mm, B; = 1.9 mm, R; = 1.3 mm,
Rz = 0.7 mm.
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Fig. 3.10: Magnitude of S1; and Sy for a series spiral inductor with a bond wire bridge.
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Ground
Connection

Input Port
———

Fig. 3.11: Spiral inductor connected in shunt with a microstrip line printed on an Alumina
(¢, = 9.8) substrate of height 0.635 mm. Other dimensions: w; = 0.635 mm, w; = 0.2
mm, w3 = 0.6 mm, B; = 1.9 mm, R; = 1.3 mm, R3 = 0.7 mm.

1.0
0.9

0.0 1 | L ] 1 l ! ! 1 ! I
0 1 2 3 4 5 6 7

Frequency (GHz)

Fig. 3.12: Magnitude of S1; and S3; for a spiral inductor connected in shunt across a
microstrip line.
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high inductance. When a smaller inductance is needed, a single loop inductor, like
the one shown in Fig. 3.13, is usually more appropriate. The S-parameters of a single
loop series inductor versus frequency were examined for three different values of ¢.
As expected, the larger the angle, the higher the equivalent inductance; therefore,
the higher the slope of |Sy;]. This observation is depicted in Fig. 3.14. The single
loop inductor was printed on a RT/Duroid substrate with ¢, = 2.2 and line width
0.5 mm. The transmission line width at the input and output ports is 2.4 mm. The
height of the substrate is 0.794 mm. Again, the numerical simulation was performed
only using the FEM code. The average number of elements used in all three cases
was approximately 40, 000.

The final circuit examined in this study is the two-layer package shown in Fig. 3.15
which is representative of practical designs. The bottom layer is a dielectric substrate
with €, = 2.2 whereas the top layer is another type of substrate with ¢, = 6.2.
The microstrip at the input port is connected to the microstrip at the upper layer
through a vertical conducting via; an identical via joins the upper microstrip with the
microstrip at the output port. A metallic sheet is placed at the bottom interface of the
upper dielectric layer to provide potential grounding. Also, all geometry shapes were
chosen to be rectangular so the simulation is performed with both FEM and FDTD
codes. The magnitude of S;; versus frequency, calculated using the two numerical
techniques, is illustrated in Fig. 3.16. Although both methods accurately predict
the resonant frequency of the package, there are some minor discrepancies between
the two data sets. The reason might be attributed to non-physical reflections from
the surrounding absorbing boundary conditions. More efficient mesh terminations,
such as the recently developed Perfectly Matched Layer (PML) [65]-[67], can be
implemented in both FEM and FDTD methods to further reduce possible truncation

error.



Fig. 3.13: Single-loop series inductor printed on a RT/Duroid substrate with dielectric

constant €, = 2.2 and height A = 0.794 mm. Other dimensions: w = 2.4 mm, R; = 1.5
mm, R, = 2.0 mm.
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Fig. 3.15: Double via transition between two microstrip lines printed on different substrate
layers. The bottom layer is a dielectric material with €, = 2.2 and the top layer is another
type of material with ¢, = 6.2. Dimensions: h; = 0.8 mm, h; = 0.4 mm, h; = 0.6 mm,
wy; = 2.4 mm, wy; = 0.8 mm, w3 = 0.4 mm, wy = 5.2 mm, ws = 6.8 mm, wg = 3.6 mm,

t = 0.2 mm.
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Fig. 3.16: S1; versus frequency for the double-via-transition package.



CHAPTER 4

ANALYTICAL ASYMPTOTIC EXTRACTION TECHNIQUES FOR
MULTI-LAYER TRANSMISSION LINES AND PLANAR CIRCUITS

4.1 Introduction

Accurate and efficient analysis of planar transmission lines and printed circuits is
an essential part of realizing successful designs of high freqﬁency MMIC’s circuits.
In early integrated circuit designs, the quasi-static method based on low frequency
assumptions was used with some success. However, with recent advances in MMIC
technologies, the operating frequency and the circuit density continue to increase.
Therefore more accurate and efficient models are required to enhance circuit per-
formance. These requirements necessitate full-wave analyses which take into ac-
count radiation, surface waves, and mutual coupling between lines. A number of
full-wave techniques for the analysis of planar transmission lines and printed cir-
cuits are available. These methods include the Finite Element Method (FEM), the
Finite-Difference Time-Domain (FDTD) method, the Method of Line (MoL), the
Transmission Line Matrix (TLM) and the Method of Moments (MoM).

A rigorous full-wave solution using a numerical method always requires a relative
high degree of numerical effort. As a result, these numerical methods lead to long
computation time. Based on the criteria of computational efficiency and accuracy,
the MoM is a popular and rigorous full-wave method for the analysis of planar
transmission lines and associated passive circuits devices, and it can be formulated
either in the spatial domain or in the spectral domain. The two approaches are
physically equivalent, but they are different in the mathematical implementation.
For planar structures, the spectral domain approach is simpler and efficient because
the partial differential equations are reduced to ordinary ones, with respect to the

direction normal to the substrate surface. These equations are then solved using

matrix techniques.
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Accurate results based on the MoM depend totally on the evaluation of the matrix
elements. The computation of these matrix elements is the most time consuming part
in the MoM because the matrix elements are expressed in terms of infinite integrals.
In practical cases, the infinite integrals have to be truncated at sufficiently large
upper limits such that convergence is attained. This requires lengthy computation
time for the numerical integration of the impedance matrix. In order to improve the
computational efficiency associated with calculating these matrix elements, several
authors [68]-[70] use a hybrid method, combining the spectral and spatial domains
MoM, which employs the spatial domain technique for the asymptotic solution of
the spectral domain integral. The hybrid method, to calculate the spatial domain
portion, requires additional computations of the same structure in a homogeneous
medium with an average dielectric constant immediately above and below the con-
ductor. This technique, although more efficient than the original SDA, still requires
many numerical integrations.

A new approach is proposed here which promises to alleviate these problems.
Asymptotic extraction techniques are applied to convert the slowly converging imped-
ance matrix elements used in the SDA into the sum of a rapidly converging term
and a slowly converging term (asymptotic part of impedance matrix elements). The
integrand of the latter term consists of the product of the asymptotic form of the
Green’s function and basis functions. Instead of using a ”brute force” numerical in-
tegration, we propose to use the closed-form or analytical solution for calculating the
asymptotic part of the impedance matrix elements in the spectral domain. For some
specific structures, the latter term (asymptotic part of impedance matrix elements)
can be integrated analytically by introducing appropriate basis functions. In the
present work, we are concerned with finding the closed-form or analytical solution of
the asymptotic part of the impedance matrix elements for planar transmission lines,
and printed circuits such as microstrip dipoles, asymmetric gap discontinuities, and

arbitrary shapes of printed circuits.
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4.2 Research Objectives

The main goal of the proposed research is to improve the computational efficiency of
the spectral domain moments method using the closed-form solution for the asymp-
totic part of the impedance matrix elements. The application and emphasis will be

placed on the following structures:
e Planar Transmission Line (Fig. 4.1)

— Multilayer single microstrip line(Fig. 4.1a)
— Multilayer slotline (Fig. 4.1b)
— Multilayer coupled microstrip line (Fig. 4.1c)

— Multilayer coplanar waveguide (Fig. 4.1d)
e Discontinuities in Microstrip Line
— Symmetric gap (Fig. 4.2a)
— Asymmetric gap (Fig. 4.2b)
e Microstrip Dipoles (Fig. 4.3a)
e Radar Cross Section Problem of Microstrip patch (Fig. 4.3b)

The analytical asymptotic extraction method developed in this work, especially
the formulation using roof-top basis functions, can be applied for the analysis of any

arbitrary planar circuit of the form shown in Fig. 4.4.

4.3 Asymptotic Extraction Technique
4.3.1 Planar transmission line

In analyzing planar transmission lines shown in Fig. 4.1, an integral equation in the

spectral domain is formulated by using the Green’s function and the basis functions
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(a) Single microstrip line (b) Slotline

(c) Coupled microstrip line (d) Coplanar Waveguide

Fig. 4.1: Cross sectional geometries of planar microstrip transmission

(a) Symmetric gap (b) Asymmetric gap

Fig. 4.2: Discontinuities in Microstrip Line

iy

(a ) Microstrip dipole (b) Microstrip patch

Fig. 4.3: Microstrip dipole and patch

(a) Layout of the grid (b) Arbitrary structure on a grounded dielectric slab.

Fig. 4.4: Arbitrary planar circuit and its grid
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with the unknown current coefficients. Two-dimensional Fourier transforms are car-
ried out along the longitudinal and transverse directions (4 — a plane in the spectral
domain). In the spectral domain formulation, convolution-type integral equations
of the tangential electric fields at the interface on the conductor strip lines can be

derived and typically are represented by algebraic equations of the form [71].

w%o o (@)Gir(, ) + Jen(@) G (e, B)] = Ex(@) (1)
]

= [Ton(@)Gae(,8) + Jon(@) Gt B)] = Eule) (4.2)
where éz,, G,. and C;’u are dyadic Green’s functions for the structure of interest,
and J,,, and J.. are Fourier transforms of the basis functions.

The main objective is to solve (4.1) and (4.2) for the phase constant 8 which is
representative of the propagation and dispersive characteristics of the transmission
line. We will outline here a method that can be used to accomplish this. To solve
for B [and €.s7(f)], the current density distribution on the strips is expanded in
terms of a known set of basis functions with unknown coefficients. Application of
Galerkin’s method and Parseval’s theorem [72] converts (4.1) and (4.2) into a system

of algebraic linear equations written in matrix form as

il | ra] B SR

The matrix elements are defined as [71];

Zom = [ Jem(@)Gs (e, B) T2 (@) de (44)
Znn = [ Jen(@)Gra(0t B) (1) de (45)
Zam = [ Jom(@)Giaz(@, ) 2n(0) do (4.6)
Zan= [ Jonl@)Gin(t, ) 2n() (4.7)

To find the propagation constant 3, which determines the dispersive characteristics

of the transmission line, a nonlinear equation solver can be used. The solution is

based on the vanishing of the determinant in (4.3).
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The evaluation of the impedance matrix elements of (4.3), which are represented
by (4.4)-(4.7), includes the integral over infinite limits which is very time consuming
because of the slow convergence and the highly oscillating behavior of the integrands.
In a practical approach, the infinite limits are truncated at sufficiently large values
of a to obtain accurate results. The propagation constants of the transmission lines
are very sensitive to where the integration is truncated and how it is subsequently
discretized. This is a significant limiting factor in the integration. To overcome
this problem, the spectral domain approach is usually employed in conjunction with
an acceleratinn technique referred to as the asymptotic extraction [68]. The asymp-
totic part of the Green’s function is subtracted and added from the original Green’s

function and the integral of (4.4), for example, is split into two parts

Toum = /0 " Jom(@) [Gurler, B) = G2, B)] Jem(e)" da

+ Jom (a)éiﬁ(a, ﬂ)jzm(a)* da (4.8)

0

+ Jom(@)G2(, B)Jom(@)” de (4.9)

0
All other impedance matrix elements Z,, Znm, and Z, of (4.5)-(4.7) are treated
in a similar manner.

Subtraction of the asymptotic terms from the Green’s functions makes the inte-
grands of the first integrals of (4.8) and (4.9) decay faster to zero for large a, so the
integrals can be truncated at an upper limit a, which can then be numerically cal-
culated. The numerical calculations of the first integrals of (4.8) and (4.9) have been
addressed by other literatures [73], [74], and it is not the subject of this research.

As an initial step to investigate the asymptotic closed-form extractions for the

impedance integral, we examine the asymptotic behavior of the Green’s function,
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with respect to o for large . For planar transmission problems, we found that the

asymptotic Green’s functions have following simple forms [75].

~ 1

Gy, o« = 4.10
o] (4.10)

G® x| (4.11)

G2 o« sgn(a) (4.12)

Using this asymptotic behavior of the Green’s function and the appropriately chosen
basis functions, we can solve in closed-form for the second term of the integral in
(4.9). In transmission line problems, Chebyshev polynomial basis functions with
edge condition are suitable, which in some specific transmission line structures allow
closed-form solutions in the asymptotic part of impedance matrix.

We already found two types of asymptotic closed-form solutions which can be
applied to the single microstrip line, slotline, coupled microstrip line, CPW, and the
scattering problem of a finite array of infinite strips(with or without the grounded

dielectric slab).

4.3.2 Asymptotic extraction technique of microstrip printed circuits

The propagation of electromagnetic waves in a grounded dielectric slab has numerous
applications in printed antenna technology and in the analysis of microwave and mil-
limeter wave integrated circuits. For the accurate analysis of microstrip dipoles and
circuits based on the Method of Moments (MoM), a crucial step is precise evaluation
of the impedance matrix elements which contain the integration of Sommerfeld-type
integrals. For the accurate and efficient computation of these impedance matrix ele-
ments, numerous researchers [76] -[81] have extensively studied the problem to obtain
the dielectric slab Sommerfeld-type Green’s function with approximate closed-form

in the spatial domain.
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For planar structures, the spectral domain approach(SDA) is popular and efficient
method. However, in the spectral domain, filling the impedance matrix elements is
the most time consuming part in the MoM because the matrix elements are expressed
in terms of infinite double integrals and their integrands exhibit slow convergence
and highly oscillating behavior. In order to improve the computational efficiency
associated with calculating these matrix elements, this research uses the asymptotic
extraction technique for the evaluation of the impedance matrix element in the spec-
tral domain. And then, for each planar geometry, the infinite double integral of the
asymptotic impedance matrix element is transformed into a finite one-dimensional
integral with an analytical technique.

In the planar circuits, such as microstrip dipoles, and discontinuities in microstrip
lines and arbitrarily shaped planar circuits, a typical impedance matrix elements of

moment method can be written as [68]

Zon = = [ L Tz w0)Clhe ) Tw,)

x e3k=(=20) giky(y=10) dk.dk,dyodzodydz (4.13)

Each irhpedance matrix element in the spatial domain consists of six-fold integral: Of
these integrations, two are used to convert Sommerfeld-type Green’s function into
the spatial domain, two are convolution integrals, and the remaining two are the
inner products. These six-fold type integrals are numerically intensive in the spatial
domain. In planar structures, the spectral domain approach is preferred and the

matrix elements can be rewritten as [30],[29]

— 1 oo 0 2 = 2*
Zonn = 15 /_ ) /_ Tk, 1) Glho, k) (ke ) s (4.14)

Numerically computing the double integration is very inefficient since the number

of computations is proportional to the square of the number of terms taken for a single

integration. To improve the computation efficiency, we use the asymptotic extraction
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technique in which the asymptotic part of the Green’s function is subtracted and

added from the original Green’s function as [68]

- / / e k)G kas k) = G (koy k)| (b, by) b

-1 / / (s k)G (ko k)T (o, ky) dzdl, (4.15)

The first integral decays rapidly to zero as B becomes large. In fact, the double
infinite integral can be truncated at a finite upper limit * after transforming the
Cartesian coordinates (k;, k,) into the polar coordinate (3, ¢). Thus the first integral
can be evaluated by any suitable numerical technique with negligible error and the
second integral can be solved analytically. To derive the closed-form solution of the
second integral in (4.15), first we need to find the asymptotic behavior of Green’s
function. The asymptotic behaviors of the dielectric slab Green’s function for large

k, and k, are given by

ok - BB
wa(kﬁ’ky) - J kO {2,3 - (er + 1)[3 (416)
o _ bk _ K
ny(kxaky) - J k() {2,8 (er + 1),3 (417)
Zo k. k.

Gy (kzy ky) (4.18)

where § = /k2 + k2.

The present form of the above asymptotic Green’s functions can be also appli-
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cable to generalized multilayer planar structures. This is based on the fact that the
multilayer planar structures are asymptotically equivalent to two layers structures
by eliminating layers farther away from the source and extending each adjacent layer

of the new structure to infinity. The asymptotic limit of Green’s functions depends



80

on the thickness of the layer adjacent to the current element. For thicker layers, we
can expect that the convergence of the asymptotic behavior is better.

With this asymptotic behavior of the Green’s functions given in (4.16)-(4.18)
and properly chosen basis functions, the asymptotic parts of the matrix elements in
(4.15) will be solved analytically for the three-dimensional planar structures including
microstrip dipoles, asymmetric gap discontinuities, and arbitrarily shaped planar

circuits.

4.4 Results of Planar Transmission Lines

Two different types of closed-form solutions have been obtained for the asymptotic
part of the impedance matrix elements in open and coupled microstrip lines. Both
of the formulas were solved by using Chebyshev polynomials basis functions with
appropriate edge condition and limiting behavior of the Green’s function. To check
the validity of our improved computational method using the asymptotic closed-
form solution, we briefly present the results of the propagation constants (effective
dielectric constant) for a single microstrip line and for a symmetric coupled microstrip

line.

4.4.1 Single microstrip line

The second term of the integral in (4.9) in a single microstrip line in a multi-layer

structure can be written in closed-form as

oo Jm (1) I, (2 in ((msple
Inn = | (2)a (%) o = %%(2—#2) (4.19)

provided that Re(m + n) > 0, w > 0, and where J,(a) is the Bessel function of
the first kind.

All other asymptotic matrix elements are treated in a similar manner. However,
when the basis and weighting functions are simultaneously zero order Bessel functions

(as for matrix element Zg), the closed-form solution of (4.19) cannot be applied
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because Re(m + n) = 0. In that case, another approach has to be used to evaluate
the second term of (4.9) for m = n = 0. To evaluate Zgo, We go back and rewrite
(4.9) in its original form without subtracting and adding the asymptotic form of the

Green’s function. Doing this, we can write Zyg as
Zoo = /0 Jo(0)Gra(a, B)J%(a) da (4.20)
which can be approximated by

Zoo = /0 " [Je0(@)Ges (e, B)J7(0)] da

+ [ (@G (e, B)T()] do (421)
The second integral of (4.21) can be rewritten in the following form
o = /°° JoCF) (P 4 (4.22)
ay a

where Jo(a) is the Bessel function of the first kind of order 0.

The integral of (4.22) can be solved in terms of series as follows [75]

00 (_1)k (w;u)(2k+2)(2k+l)' Wy
Ioo=Z(k+1)2((k+1)!)2(k!)22(2k+2)_7_n( )

k=0

(4.23)

which converges uniformly for all real values except for a, = 0.

Using the asymptotic closed-form solutions (4.19) and (4.23), the effective dielec-
tric constants of an open microstrip line for w/h=1 (e, = 8, y, = 1) were calculated
and plotted in Fig. 4.5. We compared our results with those of Kobayashi et al.
[82], [83] using the conventional SDA, and Shin et al. [84] using variational confor-
mal mapping. The agreement is good, although there are slight discrepancies which
cannot be discerned in Fig. 4.5.

Table 4.1 illustrates a comparison of the computational time between the con-
ventional SDA without asymptotic extraction technique and the proposed method

for the calculations of effective dielectric constant for w/h = 1 and w/h = 0.1 (
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Fig. 4.5: Effective dielectric constants versus frequency (w/h=1, ¢, = 8, p,=1).

Table 4.1: Computer Time on a SUN SPARC station for the Calculation of the Effective
Dielectric Constant with Two Different Techniques in the single microstrip line (h/A¢ =

0.1e, =8, p, =1)

SDA without Proposed Numbers of | Computational
asymptotic technique (%) Method(®) Iteration Efficiency
(Aa = 0.01,0, = 1000) | (Aa =0.01,a, = 30) | both @ and b (%)
¥= 201.360 seconds 7.6 seconds 7 26.5
(€refs ) (6.7576) (6.7572)
¥ =01 288.060 seconds 5.63 seconds 6 51.165
(€ress) (5.7719) (5.7697)
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h/Xo = 0.1). The initial value to find the real roots of the determinant of the system
matrix is very important in Muller’s root finding method. If we have a sufficiently
good initial guess, the method converges rapidly. For both techniques, the quasi-
TEM (p. 450 in [85]) effective dielectric constant was used as the initial value.
Starting with this initial trial solution, the results shown in Table 4.1 converge, with
an accuracy of 1074, after the seventh iteration for w/h =1 and after the sixth iter-
ation for w/h = 0.1. The conventional SDA requires a significantly greater amount
of computer time than the proposed method. As shown in Table 4.1, the improved
method reduces the computational time by 26 times (for w/h = 1) and 51 times (for
w/h = 0.1) than the conventional SDA. For w/h = 0.1, we notice that the effec-
tive dielectric constant 5.7719, obtained from the conventional SDA in Table 4.1, is
slightly different from the values of 5.765, obtained form [83]. This indicates that
for the narrow strip (w/h = 0.1) the upper limit a, needs to be increased in order
to obtain the same values as in [83]. The closed-form formula in (4.19) can also be

used to solve the slotline problem.

4.4.2 Symmetric coupled microstrip line

To solve the dispersion characteristics of symmetric coupled microstrip lines, we used
the even and odd modes method. In this method wave propagation along a coupled
pair of strip conductor lines is expressed in terms of the even and odd modes by
placing a magnetic wall and a electric wall, respectively, at the plane of symmetry.
Because the center of strip conductor lines is now situated at £ = (s + w)/2 instead
of at the origin, the currents in the spectral domain must be multiplied by eti(stw)/2,

Using the even and odd modes method, the asymptotic part of the impedance matrix

elements in (4.9) in the symmetric coupled microstrip line can be written as [86]

if odd mode

L= /Ooo Jm (%g)aJn (t_vie) [1 + cos((s + w)a)] de, { 1— if even mo 2.24)
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Fig. 4.6: Effective dielectric constants versus h/Xg for s/h = 1, s/h = 0.5, s/h = 0.2
(w/h=1, ¢ = 9.7, p,=1).

The first term of the integral in (4.24) is carried out by using (4.19) and (4.23). The
second term of the integral in (4.24), after tedious mathematical manipulations, is

also solved in the closed-form as [86)

oo I (5) Jn (5 w mn m+n
/0 J( >aJ( )cos((s+w)a)da=(m) cos( ;- 7r)

o0 1 m+n+2p w 2p (m + n + 2p)!
X {Z (m +n+2p) ( p ) (4(s+w)) (m+p)!(n+p)!} (4.25)

p=0

s+w
The numerical results obtained by the proposed method using the closed-form

solutions of (4.19), (4.23) and (4.25) are plotted in Fig. 4.6 for s/h=0.2, 0.5, 1

provided that ( 2 ) < 1.

(€ress=9.7T, w/h=1). We compared our results with those of Kowalski et al. [87]

using the conventional SDA. They are in good agreement with each other.

To compare the computational time between the conventional SDA without
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Table 4.2: Computer Time on a SUN SPARC station for the Calculation of the Effec-
tive Dielectric Constant with Two Different Techniques in the Coupled Microstrip Line
(h/Xo=0.1, ¢ =9.7, pr = 1)

SDA without Proposed Numbers of | Computational
asymptotic technique(®) Method(® Iteration Efficiency
(Aa = 0.01,a, = 1000) | (A = 0.01, 0, = 30) | both @ and b (%)
Even mode 247.91 seconds 8.15 seconds 7 30.41
(€ress ) (8.7128) (8.7077)
0Odd mode 247.90 seconds 8.15 seconds 7 30.41
( €ress) (7.6451) (7.6511)

asymptotic extraction technique and the proposed method, the effective dielectric
constants of the even mode and odd mode are listed in Table 4.2, for €..;5=9.7,
w/h =1, s/h =1 and h/Ao=0.1. As shown in Table 4.2, the proposed method re-
duces the computational time by 30 times for both the even and odd modes compared
to the conventional SDA.

Formulas (4.19), (4.23), and (4.25) can also be applied to the CPW problem.
Moreover three formulas, similar to those of (4.19), (4.23) and (4.25), can also be
applied to the scattering by a finite array of strips (with or without the dielectric

grounded slab).

4.5 Results of Microstrip Printed Circuits

For the evaluation of the impedance matrix elements in planar circuits, we present
the analytical transformation technique. Using this method, the infinite double in-
tegral of the asymptotic impedance matrix elements is transformed into a finite
one-dimensional integral. It is interesting that the finite one-dimensional integral is
especially more efficient in the cases of the smaller size of basis functions and larger
lateral separations between the basis and testing functions, which is a pathological
case of the conventional spectral domain analysis. The formula presented in this work

produces accurate and efficient results to evaluate the asymptotic part of impedance
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matrix without limitations for the analysis of planar circuits. This results into a
dramatic improvement of the computation time for evaluating the overall impedance
matrix elements for the following specific geometries; microstrip dipole, symmetric

and asymmetric gap, and scattering of rectangular microstrip patch.

4.5.1 Microstrip dipole

To describe the anticipated currents along the electrically narrow microstrip lines,
triangular subdomain basis functions with edge condition are used. The edge condi-
tion with the square-root weighting function describes well the singular behavior of
the longitudinal current densities toward the edges of the strips. Also the transverse
current is assumed to be zero, because the width of the strip is generally considered
very thin [30]. Thus, only the matrix [Z2%] involving the Green’s function G, needs
to be evaluated.

The longitudinal current densities of the triangular basis functions with edge

condition are denoted by Jym(z,y), where Jym(z,y) is defined as

L
- (%)

where W is the width of the strip, and L is the half-length of the basis function.

l _ LT==Tm
’ I

’:L'—:Cm

<1 (4.26)

J,;m(.'ll, y) =

Substituting (4.16) and the spectral domain representation of (4.26) into the
second integral of (4.15), the asymptotic part of impedance matrix [Z2%] is written

as [88]

sy 1 Z WAN\2 [ k2 1
) (2 —) ) R S | 4,97
mn 7l'2k0 ﬂ.L { 2 mn+(€r+l) mn} ( )

with

4
e [ [ ()
L
e [ SR A ) s,
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where the even and odd properties of the integrand are used to reduce the integration
range in (4.28) and (4.29), and z, is defined as |zm — Tyl
Using the analytical technique presented in [88], the infinite double integrals of

(4.28) and (4.29) are transformed into finite one-dimensional integrals as

1 2L
=35/ A~ z,) - Salx) dx (4.30)
—-2L
I —lszA( —2)- S d (4.31)
mn — 2 J_ar X s LX) ax .

where A(x — ), Sa(X), and Sp(x) are defined in [88].

To check the validity of the newly derived formulas, the input impedance of
a center-fed microstrip dipole is obtained by using (4.30) and (4.31) for efficiently
evaluating a poorly convergent asymptotic impedance matrix in (4.27). In microstrop
dipole, the matrix [Z2%] are determined by a Galerkin moment method in the spectral
domain based on the acceleration technique in (4.15). And the impressed voltage is
represented by a delta-gap generator at the center-fed point [89],{90].

The microstrip dipole on the dielectric slab has length H and width W = 0.01)o
with a relative permittivity ¢, = 3.25 and a substrate thickness d = 0.0796A,. The
values of the input impedance, computed by using the proposed method, are com-
pared with those of the conventional method in Fig. 4.7(a), in which the conventional
method gives the same results of Marin et al. [89]. The conventional method was
calculated by using three expansion modes [Piecewise Sinusoidal(PWS) basis with
edge condition along the § direction] in the spectral domain. To reach the results of
the conventional method, the proposed method used seven expansion modes. There
seems to be a good agreement between the methods; however a slight discrepancy is
observed in the peak impedance regions in Fig. 4.7(a).

In the proposed method, the first resonance occurs at H =~ 0.29)¢, and the second
at H ~ 0.57)o, which is similar to the results indicated in [89]. By increasing the

number of basis functions, the first resonance( H = 0.29)) is almost unchanged. In
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contrast to the first resonance, we have found the second resonance to be somewhat
sensitive if a small number of mode expansions is used. This indicates that more basis
functions are needed for this structure. The convergence of the second resonance is
achieved by increasing the number of the basis functions to thirteen for the proposed
method and to eleven basis functions for the conventional method, respectively. In
this case, it is found that both methods indicate the second resonance at H ~ 0.55X0,
with the first resonance remaining almost unchanged. The input impedances of both
results versus normalized length (H/)o) are plotted in Fig. 4.7(b). It can be seen
that the agreement with each method is quite good: the agreement becomes better
by increasing the number of basis functions.

To calculate the impedance matrix [ZZ%] using the proposed method, the upper
limit B* of the first integral in (4.15) was set to 50 - ko. A further increase in the
upper limit #* on the first integral in (4.15) did not lead to any substantial change
of the input impedance. Meanwhile, for a direct calculation of the impedance matrix
of (4.14)[using the conventional method], the upper limit 3* = 400- ko, was used. For
comparison of the overall computational efficiency, the average computation time was
calculated for the two methods used to obtain the results of Figures 4.7(a) and (b).
The overall computation time of the proposed method(with seven expansion modes)
is 9 times faster than that of the conventional method(with three expansion modes)
for the results of Fig. 4.7(a) and 12 times faster for the results of Fig. 4.7(b). Also the

accuracy of the proposed method is quite comparable with that of the conventional

method.

4.5.2 Asymmetric gap discontinuities

Accurate analysis of asymmetric gap discontinuities is a computationally more time-
intensive problem than those of symmetric gaps. This is due to the fact that if
the width of two electrical narrow strip lines is mismatched, the integrand of each

interaction matrix of an asymmetric gap is more highly oscillatory compared to those
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of a symmetric gap. In order to speed up the execution time, this part presents an
analytical technique for solving the asymptotic part of impedance matrix of the
general asymmetric gap problems [91], [92].

The asymmetric gap in open microstrip structures is subject to radiation at
discontinuities in the form of either space or surface wave. Full-wave solution is
needed to take into account such phenomena. An asymmetric gap discontinuity on a
grounded dielectric substrates is depicted in Fig. 4.8. The current expansions for an
asymmetric gap are shown in Fig. 4.9. Unknown current densities are modeled by
the standing and traveling wave modes and the expansion function with triangular
edge mode basis. The cosine wave mode starts at a quarter wavelength away from
the gap discontinuities to satisfy the boundary condition at the end of the line. And

the expansion function covers at least quarter wavelength from gap discontinuities.

Fig. 4.8: Geometry of asymmetric gap discontinuities

1-lx-x o | /L,

sin( ke x) sin (ke X)

=
/ \
cOo8(ke; X) COS(kez x)

Fig. 4.9: Current expansions on the asymmetric gap

Electric field boundary condition is imposed on the conductor strip. And the

electric field integral equation is then converted into a matrix system by multiplying
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by a testing function and integrating the inner product over the support of this

function. As a result, the matrix system for an asymmetric gap shown in Fig. 4.8 is

formulated as [91], [92]

[In]

[Zmn] [ch +jst] [qu] [thc +jths] _R _ [_ch +]st]

Zo] oo 12m) 2] [Zotc + 3790 ] 1] ‘[ (= Zye + 12, }4'32)
T

Each submatrix in (4.32) represents a set of mutual interactions between the test
functions and the basis functions. Their respective mathematical representations
and asymptctic forms of each submatrix are presented in [92]. Since the integrand
of the double infinite integration in each submatrix element converges slowly with a
highly oscillatory behavior, a numerical integration is extremely laborious to evalu-
ate. Thus, the analytical procedures of the asymptotic part of impedance matrix, if
applicable, can considerably reduce the computational effort involving Sommerfeld-
type integration.

The asymptotic submatrices of Z,,, and Z,, have similar formulas in (4.28) and
(4.29). Thus, their analytical results have similar formulas as in (4.30) and (4.31).
The asymptotic part of submatrices Z,, and Z,, has the following two general

functions given by [91], [92]
= cos(dsks) sin” (koL /2) sin” (ksla/2) ;o (% Hfl) Jo (ky%) dk, dk.33)

\/k2 + k2 k2 k2 2 2
o  foo COS d k SiIl2 (k,,Lz/2) W1 W2
/ / \/m kel /2) T (k —-) Jo (k ) dk, dkg.34)

Other remaining submatrices, such as Zpc, Zmsy, Zpc Zpsy, Zmtey, Lmtsy Lptc, and Zps,

involve the following two general asymptotic functions given by [91], [92]

o cos(d,k;) sin’® (k,L;/2) ( W) ( VVI)
., / / T B k) Jo (ku5t) Jo (ks ) dkodb,  (435)

I / /°° cos(dsk;) sin (k L /2 ( \J()( ) dhydk,  (4.36)

ﬁm‘z
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where ¢ and ! have 1 for the left signal line, and 2 for the right signal line.
From the analytical technique presented in [91], the infinite double integrals of

(4.33)-(4.36) are transformed into finite one-dimensional integrals as [92]

1 rh+lz
s _ I B(x —d,) - d 4.37
Ly = 2 [ Blx—d)- Alx)dx (4.37)
1 rli+L2
) S— B(x —d,)-B(x)d 4.38
e = ), Blx—d)-Bl)dx (4.38)
a LA d)-Clx)dy — —H 4.39
Imcs ~ _7; AL B(X— 3)' (X) X_4k2‘ ( )
L., = 1 AUB(x—d)-D(x)dx—— M (4.40)
mes m JalL 4 4k,

where B(x — d,), A(x), B(x), C(x), D(x), H(x), AX, and AV are defined in [91].

The validity of the above two formulas in (4.37) and (4.38) is verified directly by
letting Wy = W, and L; = L,. Doing this, (4.37) and (4.38) are reduced to (4.30)
and (4.31).

The newly derived formulas are applied to the efficient evaluation of matrix ele-
ments in an asymmetric gap. Fig. 4.10 shows the equivalent capacitance values for
a symmetric gap discontinuity with ¢, = 8.875, W; = W, = d = 0.508mm, and
f=5GHz as a function of gap spacing. For comparisons, the results obtained by the
conventional SDA using the piecewise sinusoidal basis functions [93] and those of
measurements [94] are included in Fig. 4.10. The conventional SDA in [93] neglects
the transverse current component. And they use the upper limit * = 400k, for the
evaluation of the each submatrix in (4.32). However, the proposed method using
an upper limit of B* = 50k, is found to be sufficiently accurate. Our results are
in excellent agreement with the data obtained in [93] and seem to be in reasonably
good agreement with the experimental results of [94].

For comparison of the overall computational efficiency, we calculated the average

computation times between the two methods used to obtain the predicted results of
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Fig. 4.10: Capacitance values of a symmetric gap with ¢, = 8.875, W, = W = d =
0.508mm

Fig. 4.10. To obtain the results of Fig. 4.10, the overall computation time of the
proposed method is 17 times faster than that of the conventional method in [93].

The full-wave analysis of the gap discontinuities by considering both the trans-
verse and longitudinal current components was reported by Jackson [48] and Alexépoulos
[95]. But, on the electrically narrow strip, we can neglect the transverse current com-
ponent to simplify the solution of the full-wave equation. Thus, we consider only
longitudinal current component for the analysis of an asymmetric gap. Because
there is a lack of data for asymmetric gaps, a symmetric gap was chosen for the ini-
tial comparison in order to validate the formulation and the computed results. Once
the solution is validated for a symmetric gap, one may assume that the formulation
for asymmetric gaps are also correct.

The symmetric gap on a grounded dielectric slab to be investigated has a width
W; = W, = 0.635mm and gap G = 0.508mm with a relative permittivity ¢, = 9.9
and a substrate thickness d = 0.635mm. The magnitude and phase of Sy; and Sz,

computed by using the proposed method, are compared with those of the full-wave
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solution [95], and are plotted in Figures 4.11 and 4.12. Clearly, satisfactory agreement
with the results of [95] has been achieved. Since the proposed results are quite similar
to the full-wave data, which take into account both an & current component and and
an 2 current component, it is belived that, for the gap discontinuities, the assumption
of using only the longitudinal current component on the narrow microstrip line is
reasonable. In other words, the transverse current is negligible on electrically narrow
strips. This is due to the fact that there is no mechanism to excite strong transverse
currents for the gap discontinuities. Therefore we assume that this is valid even in
case of the asymmetric gap, if their respective width of strips remains electrically
narrow. However, for step-junction discontinuities, because of their current flow in
the vicinity of the junctions, require the transverse current component in order to

achieve sufficiently accurate results [95].
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Fig. 4.11: Comparison of the Sj; of symmetric gap(e, = 9.9,d = 0.635mm, W, = W, =
0.635mm, G = 0.508mm)

Next, we consider the scattering parameters of an asymmetric gap for €, =
6.15, d = 1.2Tmm, W; = 0.5mm, W, = 0.75mm, and G = 0.5mm. In this
case, the values of S}; are not equal to those of Sz; due to the physical asymmetry
with respect to the width of two strips. The corresponding values of Sy1, S21, and

S,9 are plotted in Fig. 4.13 as a function of frequency. Unfortunately, no computed
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or measured results for the asymmetric gap discontinuities could be found in the lit-
erature. Lacking such data, it is unclear to what extent the results of an asymmetric
gap are accurate. It is felt that a series of experiments are needed to provide con-
firmation for the predicted results. However, based on the successful results of the

symmetric gap, we can assume that the obtained results are reasonable and valid.

4.5.3 Scattering of rectangular microstrip patch

This part presents an analytical technique to solve the asymptotic part of the impedan-
ce matrix in the spectral domain which emploies roof-top subdomain basis functions
to model surface current densities on a grounded dielectric slab. Roof-top subdomain
basis functions are suitable for solving arbitrarily shaped planar geometries. However
the numerical evaluation of the integrals, without an acceleration technique, leads
to very time-demanding computations. The newly developed formulas presented in
this work provide timely and accurate solution for the arbitrary planar circuit.

The structure investigated is a perfectly conducting rectangular patch of dimen-
sions W, x W, on a grounded dielectric substrate with thickness d and dielectric

constant €, shown in Fig. 4.14. Enforcing the boundary condition on the surface of a

(a) Layout of rooftop function on the patch. (b) Rectangular Microstrip Patch

Fig. 4.14: Layout of roof-top basis function on microstrip patch

perfectly conducting patch and using Galerkin’s method, the electric field equation
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is reduced to the following matrix equations {96}, [97]

e e lial-lei) e

where each submatrix is described in (4.14), and the unknown coeflicients of I,
and I, , are given in [92], [98].

The excitation vector in the right side of (4.41) can be obtained by the inner

product between the testing function and the incident field as
Viun = / / Jrun - 7 dz dy (4.42)
s

The asymptotic impedance matrix of (4.41), associated with roof-top functions and

the asymptotic Green’s function of (4.16)-(4.18), is written as

zzASY _L_Z_O (_8_>2 kg Tz 1 zzb

mnm/n’ — 2 kO Az 9 Imnm’n’ + (6T + 1)I.,-,m,,,,,/.,-,/ (443)

s . Z 64 1

Z:z:y" V= Zy:vA ) - ] O g [~
mnm/n’ mnm/n! 71'2 kO Az - Ay e + lImnm n (444)
with

% cos(kyz,) Sin” (k Av) sint (k42

o= [ [ cos(baae) sn” (k) sin’ (k2 ) cos(k,y,) dkodk,  (4.45)

JkE+k2 K kz

s 2 A ; Az
[ / > / = cos(kyz) sin (k5 sin' (k- 5) cos(kyy,) dkdk,  (4.46)

Je2+k2 K k2

o foo sin(k ssinakﬁsing'kﬂ
A / / sink,,) sn° (k) (yz)sin(kyys)dkzdky (4.47)

JE+E R kq

where z, and y, are defined as (z,, — z,.) and (ym — Yn), respectively.

With the aid of the mathematical formulas in [98], the infinite double integrals

of (4.45)-(4.47) can be converted into finite one-dimensional integrals as follows:

1 20z
125 o = ;/ G(x — =) - Salx) dx (4.48)

mnm/’ n’ _2Az
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b 1 2Az
;ftm’n’ = —/ g(X - :L's) . g!;(X) dX (449)
T J-2Ax
oy 1 35+
= L[5 K0 T o

where G(x), K(x), and T (x) are illustrated in [92], [98].

Similar expressions are obtained for Z,’:Lyn:;fn, by interchanging Az < Ay and
T, < Y, in the (4.43), (4.48) and (4.49). If we look at the finite one-dimensional
integrals of (4.48), (4.49), and (4.50) as counterparts corresponding to the double
infinite integrals of (4.45), (4.46), and (4.47), we see that the interval of integration
is determined only by the size of the basis function. This means that the smaller the
size of the basis function, the more the interval of integration is reduced. Also if the
lateral separation between any two expansion functions becomes large, the behavior
of the one-dimensional integrand becomes smoother. This smooth behavior allows us
to evaluate the numerical integration more accurately and timely. In addition, since
the integrand of the transformed one-dimensional integral does not lead to extra
calculations, it is easier to compute.

The double infinite integral in each submatrix element is carried out by the
asymptotic extraction technique described in (4.15). The asymptotic impedance
matrix in (4.41) is computed directly from the transformed one-dimensional integral
over the finite integration region. The direct double integration of the asymptotic
matrix in (4.41) is the most time consuming part of the overall computation of the
matrix elements. Previously, to speed up this part, most [68], [99] have used the
spatial domain method with the homogeneous Green’s function which results into
a four-fold integral. This technique was originally developed by Pozar [68], and re-
quires additional computations of the same geometry in a homogeneous medium.
Thus, this method is still relative time consuming. However, the calculation of this

tail integral using the transformed finite one-dimensional integral has almost negli-

gible computation time as compared to those of the first integral in (4.15).



99

By using the above mentioned numerical techniques, the monostatic radar cross
section (RCS) of a square microstrip patch is computed as a function of frequency for
the incident angles ¢* = 45°, #' = 60° with 6 polarization, and plotted in Fig. 4.15.
The structure investigated is a square patch of side 2cm on a grounded dielectric‘sub—
strate with thickness d = 0.07874cm and dielectric constant €, = 2.33. As a check of
the consistency and accuracy of the proposed method, our results are compared with
measured data as well as those using Rao, Wilton and Glisson (RWG) subdomain
basis functions which have 225 unknown coefficients [100]. Their respective results
are included in Fig. 4.15. For the results of the proposed method and RWG solution,
there is a good agreement with each other over a wide range of frequencies.

The convergence of the solution was investigated by varying the number of sub-
sections. The solution of the proposed method converges relatively well by using
M = N = 12. Also, no significant improvement in the numerical results was found
by further increasing the number of M and N over the frequency range from 4GHz
to 18GHz. Thus, in here, we use M = N = 13 which lead to 364[=M - (N + 1) +
N - (M + 1)] unknown coefficients. To evaluate the first integral in (4.15), an upper
limit B* = 50 - ko, which gives a good convergence, is used to obtain the results in
Fig. 4.15. Further increase of the upper limits does not enhance the accuracy (up to
four significant figures) over the entire frequency region.

As shown in Fig. 4.15, a good agreement between the measured and the nu-
merically computed data is observed for the lower frequencies, while for the high
frequencies the agreement is less favorable. Some of difference can be attributed to
physical tolerances of the experimental models which become more critical in the
high-frequency region.

To illustrate the overall speed of the computation time, the CPU time between
the proposed method and the conventional spectral domain approach(SDA) without
acceleration, to obtain the RCS at a single frequency of 4GHz, is compared. In

Table 4.3, the CPU times are given for two different number of unknowns. Using
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Table 4.3: CPU Time on a HP735/125 workstation for the Calculation of RCS (patch size

2¢m X 2em, € = 2.33, d= 0.7874mm, (ﬁi =

45°, 6 = 60°, f=4GHz)

Number of SDA without | Proposed | Computational
Unknown(M=N) acceleration(®) | Method® Efficiency
(seconds) (seconds) 3
180(M=9) 553 68 8.1
(8*) (300 - ko) (50 - ko)
364(M=13) 2729 153 17.8
(B*) (500 - ko) (50 - ko)
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the proposed method, the chosen upper limit of 50ko to evaluate the integral of the
matrix elements allows the results to be accurate to four significant digits, and the
overall time to obtain the RCS at 4GHz was 45 seconds with 180 unknowns. Without
any acceleration, the conventional SDA does not lead to this level of accuracy until
the upper limit 3* reaches 300k,. With this value of upper limit, approximately 553
seconds were needed using 180 unknowns. If the number of unknowns is increased to
364, small size basis functions in the conventional SDA require upper limits of 500 ko
to achieve a comparable accuracy, as seen in Table 4.3. The proposed method does
not require that the upper limit change, depending on the size of basis functions,
and it is clearly more accurate than the conventional SDA due to the elimination of
the truncation error.

Although the usefulness of the newly derived formula was demonstrated through
an RCS problem of microstrip patch, this approach can be easily applied to any

arbitrarily shaped planar circuit.

4.6 Conclusions and future work

The main contributions of this work are the development of analytical solutions for
the asymptotic matrix elements in the analysis of various geometries. A motivation
for performing such procedure is to reduce the required computation time to evaluate
the impedance matrix elements. Analytical techniques have been successfully used to
improve the computational efficiency while retaining or even improving the accuracy,
for the evaluation of the asymptotic matrix elements. This has been demonstrated
successfully in a number of problems; specifically, planar transmission lines, and
printed circuits including microstrip dipoles, asymmetric gap discontinuities, and
scattering by a rectangular microstrip patch.

While many problems have been solved, several areas remain in need of further
investigation. First it is felt that mixed grids of rectangular and triangular cells are

needed to model irregular boundaries. Thus, if possible, the present work must be
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extended to include the subdomain basis functions such as roof-tops with rectangular
and triangular support. In addition, in order to extend the capability of the formu-
lation and corresponding computer code to analyze printed antenna, the efficient
computation of the excitation matrix by closely modeling the feed region should be
investigated.

Since the newly developed formulas employing the roof-top subdomain basis func-
tions allow a large number of basis functions to be used with reasonable execution
time, the contributed effort provides timely and accurate solutions than previously
available acceleration techniques. These new features should be extended to develop
accurate and efficient CAD tools that handle arbitrarily shaped planar circuits and

analyze finite microstrip dipole arrays.



CHAPTER 5

ANALYSIS OF APERTURE ANTENNAS

5.1 Dielectric-Loaded Aperture Antennas

Aperture antennas are commonly used in the microwave frequency range. Appli-
cations range from radar tracking to missile control, navigation, satellite commu-
nications, mobile telephony, broadcast TV, and aircraft communications. Typical
configurations of aperture antennas are slits, slots, waveguides, horns, reflectors,
lenses, and few others. An attractive feature of these antennas is their low profile;
they are usually flushmounted on the surface of large objects, such as aircraft and
missiles, thereby retaining the vehicle’s aerodynamic profile. The antenna opening
is then covered with a thin dielectric material to provide additional protection from
environmental conditions.

In this chapter, a hybrid Finite Element/Method of Moments (FEM/MoM) ap-
proach is used to analyze aperture antennas that are characterized by arbitrary
shapes and material inhomogeneities. Material parameters such as permittivity and
permeability are treated as full tensors, therefore, anisotropic as well as frequency
dependent materials can be incorporated. Two generic types of aperture antennas
considered in this study are illustrated in Fig. 5.1. The first one depicts a circular
microstrip patch antenna backed by a cylindrical cavity. The patch is usually ex-
cited with a coaxial cable oriented in the vertical direction. The inner conductor is
extended from the coaxial aperture to an offset point on the surface of the patch.
The second configuration depicts a narrow slot backed by a rectangular cavity. A
horizontal coaxial cable is used to excite the structure. Although not shown in these
figures, both antennas are flushmounted on an infinite ground plane. Evaluation
of the Radar Cross Section (RCS) and input impedance of these antennas was ex-
tensively performed and verified against the spectral domain method of moments,

measurements performed at the ElectroMagnetic Anechoic Chamber (EMAC) at
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Arizona State University, and data extracted from a variety of journal publications.

Fig. 5.1: Aperture antennas backed by a cavity. A standard 50  coaxial cable is often
used for excitation.

5.1.1 Radar cross section evaluation

A hybridization of the Finite Element Method (FEM) [57] and the spectral domain
Method of Moments (MoM) [101], [102] is utilized in the analysis of aperture antennas
mounted on an infinite ground plane. A two-dimensional view of a microstrip patch
backed by an arbitrarily shaped cavity is illustrated in Fig. 5.2. The spectral domain
MoM simulates field variation in the exterior of the cavity through the use of the half-
space Green’s function, whereas the FEM simulates field variation in the interior of
the cavity using linear edge-based tetrahedral elements. The two regions are coupled
through the continuity of the fields in the aperture.

The MoM formulation can be completely decoupled from the FEM formulation
with the use of the physical equivalence principle after a surface magnetic current is
introduced just above and below the aperture plane. The use of edge-based tetrahe-
dral elements inside the cavity volume results in a triangular discretization of both

the aperture and patch surfaces. Since one of the objectives of this study is the
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analysis of arbitrary apertures, it was decided that the most appropriate choice of
basis functions for the exterior problem is the so-called Rao, Wilton and Glisson
(RWG) with triangular support [103]. These are very similar to the linear edge basis
functions used in the finite element analysis. The main difference between the two
is that the RWG basis functions satisfy the continuity of the normal component in-
stead of the tangential component of the field. The reason is simply because they
interpolate surface magnetic current instead of electric field; the normal component
of the magnetic current has to be continuous across the edge of the triangle. It is
also important to emphasize here, that the implementation of the RWG basis func-

tions is done in the spectral domain; therefore, their Fourier transform needs to be

computed.
Incident z
Plane Wave A
Q, Infinite Half Free Space
Infinite Ground Plane ™™

Perfectly
Conducting
Walls

Arbitrary Shaped
Cavity

ap

Fig. 5.2: A two dimensional cut of an arbitrary shaped cavity-backed patch antenna
mounted on an infinite ground plane.
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5.1.2 Validation of radar cross section analysis

A three-dimensional hybrid FEM/MoM code was written using FORTRAN 77 to
compute the radar cross section of aperture antennas mounted on an infinite ground
plane. The cavity is discretized using tetrahedral elements. The meshing is done
with a commercial package called SDRC I-DEAS [104]. Once the mesh is completed,
the boundary conditions, such as Dirichlet and Absorbing Boundary Conditions, are
applied on preassigned surfaces. The mesh file is then exported in an ASCII format;
specifically, a COSMIC NASTRAN format which is later read and processed by the
main code. While running, the code prints out valuable information such as material
definition, total number of elements, types of boundary conditions, and so on. This
information can be very helpful during the debugging process. If a fundamental error
occurs the code automatically terminates and prints out an error message identifying
the cause. The code also writes the geometry information into a data file which can be
read and displayed by GEOMVIEW; the latter is a geometry visualization package.
The displayed color for surfaces depends on the applied boundary condition, thus,
not only the geometry is checked but also the correctness of the imposed boundary
conditions. Finally, as a post-processing step, the code is totally interfaced with
PLOTMTYV and TECPLOT for field intensity and current visualization at predefined
surfaces.

The code is verified for various scattering problems including the radar cross
section evaluation of a three-slot array backed by an air-filled rectangular cavity
shown in Fig. 5.3. A frequency sweep of the array at normal angle of incidence is
computed and compared with data obtained using the spectral domain method of
moments. The comparison between the two data sets is illustrated in Fig. 5.4. The
agreement is excellent for both polarizations. However, as the frequency increases,
the discretization error might become large enough to affect the accuracy of the
results.

The same geometry was reconsidered to evaluate its radar cross section versus



107

angle at a frequency of 30 GHz. The comparison between the hybrid approach and
the spectral domain MoM is depicted in Fig. 5.5. Again, an excellent agreement
between the two methods is clearly shown. It is probably worth mentioning that an
angle sweep simulation using an implicit numerical technique, such as the FEM or the
MoM, is computationally less demanding than a frequency sweep simulation. This
is because of the fact that a change on the incident angle affects only the excitation
vector; thus, once the LU factorization is performed, only a back-substitution is
required for subsequent angles. This is true only if an LU factorization has been
used instead of an iterative solver.

The code was also verified against nonrectangular structures such as the circular
patch, which is backed by a cylindrical cavity, depicted in Fig. 5.6 . The cavity itself
is filled with a lossy dielectric material of ¢, = 2.2 and tané. = 0.0009. The circular
patch has a radius 2.5 cm whereas the cavity has a radius 3 cm; the depth of the
cavity is 0.5 cm. The monostatic RCS pattern obtained using the hybrid code is
compared with a pure spectral domain MoM for a wide range of frequencies. The
spectral domain MoM was implemented using entire domain basis functions inside
the cavity [105],[106]. As illustrated in Fig. 5.7, the two sets of data compare well with
each other except near the resonant frequency. The shift in the resonant frequency is
basically attributed to the insufficient discretization of the annular aperture. Further
investigation of this effect proved that an increase in the number of triangular facets
in the aperture tends to shift the resonant frequency of the antenna to a slightly

higher value.

5.1.3 Input impedance evaluation

Although radar cross section evaluation provides a great deal of insight into the
performance of an antenna, other parameters such as input impedance, radiation
patterns, directivity and gain are alse important and necessary for design and op-

timization purposes. To be able to compute all these parameters, an accurate feed
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Fig. 5.3: Three-slot array backed by an air-filled rectangular cavity: L. = W, = 0.75 cm,
D.=0.25cm, Ly = 0.5 cm, W, = 0.05 cm, D, = 0.25 cm.

model had to be implemented in the hybrid FEM/MoM code. Various feed models
were implemented in the past [57],[107); however, none of them was very accurate in
the context of finite elements. For example, the probe model of using the delta gap,
which was first implemented in the FEM by Jin and Volakis [107], is accurate only
for very thin substrates. For cases where thick substrates are present, the current
along the probe is sinusoidal; therefore, the delta gap model becomes inaccurate. In
addition, such an approach does not take into account the finite radius of the inner
coaxial conductor.

In this section, we propose a very accurate coaxial feed model that overcomes
most of the limitations found in other previously proposed feed models. The current
approach is based on treating the coaxial cable as a cylindrical waveguide supporting
only the dominant TEM mode. In other words, the coaxial cable is discretized using
tetrahedral elements and treated as part of the finite element computational domain.

A first-order absorbing boundary condition (ABC) is applied at the excitation plane
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Fig. 5.6: Circular patch backed by a cylindrical cavity. The cavity is filled with a dielectric
material of €, = 2.2, tané. = 0.0009, y, = 1.0, and tand,, = 0. Dimensions: B; = 2.5
cm, Ry = 3.0 cm, ¢ = 0.5 cm.
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which usually needs to be placed at a distance approximately A/4 away from the

discontinuity.

5.1.4 Validation of input impedance analysis

The feed model that was formulated in the previous section was successfully imple-
mented in the hybrid FEM/MoM code. The orientation of the coaxial cable can be
chosen along one of the three principal directions. In order to effectively evaluate
the accuracy of this feed model, it was decided that a closed empty cavity be ana-
lyzed first. A three-dimensional view of the cavity under consideration is illustrated
in Fig. 5.8 whereas a detailed geometrical documentation of the problem is shown
in Fig. 5.9. This geometry was chosen because of two reasons: first, the cavity is
entirely closed and, thus, no radiation is released in free space; therefore, we elimi-
nate possible numerical error, as well as experimental error, due to a strong coupling
between the interior and the exterior regions of the antenna; second, the cavity is
highly resonant and, thus, the accuracy of the proposed feed model is tested un-
der the worst possible scenario. The measurements for this cavity were performed
on an HP8510 network analyzer at the Arizona State University ElectroMagnetic
Anechoic Chamber (EMAC). A comparison between the real and imaginary parts
of the corresponding reflection coeflicient, for a frequency band of 6 GHz, is illus-
trated in Figures 5.10 and 5.11. Although the coaxial cable was modeled only 1 cm
long, the comparison between the FEM and the measurements shows an excellent
agreement. During a numerical simulation, one should always make sure that the
length of the coaxial cable is chosen to be long enough so that higher-order modes,
which are evanescent below 35 GHz, decay before they reach the excitation plane.
If the length of the coaxial cable is not large enough, these higher-order fields will
reflect back toward the aperture, due to the presence of the excitation plane, thereby
perturbing the TEM-like fields. Note that the absorbing boundary condition at the

excitation plane is developed based on a TEM-like propagating wave; thus, it can
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effective in absorbing only a TEM wave. A longer coaxial cable, provided that the
mesh density remains the same, results in more accurate predictions; however, the
number of unknown grows significantly.

The same geometry shown in Fig. 5.8 is reexamined with one of the cavity plates
completely removed so that the antenna is mounted on an infinite ground plane.
Specifically, the face located at the z = 0 plane, which is the farthest surface away
from the coaxial probe, is the one that is removed. Thus, the FEM is used to model
the fields inside the cavity and the coaxial cable, whereas the spectral domain MoM
is used to model the fields in the exterior region of the cavity. The input impedance
of this cavity-backed slot antenna is computed within a wide frequency band. The
measurements were performed using the HP8510 network analyzer at Arizona State
University. As far as the experiment is concerned, the aperture antenna was mounted
on a finite ground plane of dimensions 24” x 24”; the sharp edges were covered with
absorbing material in order to reduce diffractions. In addition, the aperture was
rotated at an angle with respect to the principal axis and offset relative to the
center of the ground plane; therefore, the diffractions are directed away from the
antenna. The input impedance comparison between the numerical predictions and
the measurements is illustrated in Figures 5.12 and 5.13. Two different simulation
cases were considered: one with a coaxial cable of length L. = 8 cm, and another
with a coaxial cable of length L, = 8 cm. Both cases show an excellent agreement
with the measurements. The slight shift discrepancy is most likely attributed to
a reference plane mismatch in the measurements. However, if the coaxial cable is
modeled much shorter, e.g. L. =1 ¢m, significant discrepancies start appearing at
the higher frequencies. Such observation is illustrated in Figures 5.14 and 5.15. As it
was said before, this discrepancy between predictions and measurements, when the

coaxial cable is electrically short, is a result of higher-order modes that reach the

excitation plane.
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Fig. 5.8: A three-dimensional view of an air-filled rectangular cavity fed with a 50§ coax-
ial cable oriented in the y—direction.
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Fig. 5.9: A two-dimensional view of an air-filled rectangular cavity fed with a 50Q coaxial
cable oriented in the y—direction.
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5.2 Ferrite-Loaded Aperture Antennas

Ferrites have been used for many years in microwave and millimeter-wave devices
such as circulators, isolators, and phase shifters [108]. The integration of ferrite tech-
nology in monolithic microwave integrated circuits (MMICs) has many advantages
including design diversity and versatility. An important property of biased ferrites is
that material parameters are nonreciprocal and electronically tunable. For example,
in ferrite-loaded waveguide structures the forward and backward waves have differ-
ent propagation characteristics. This effect can be utilized to design devices such as
isolators and circulators.

Recently, great interest has been shown in using magnetized ferrites as substrates
or superstrates for microstrip patch antennas [109],{110]. Gyromagnetic materials
have also been used for cavity-backed aperture antennas [111}. It has been demon-
strated both experimentally and analytically [112]-[114] that antenna characteristics
such as resonant frequency, radar cross section, gain and axial ratio are strongly
dependent on the direction and strength of the biased field. Also, it has been shown
that ferrite materials might cause additional resonances to appear at the lower range
of frequencies; these are attributed mainly to the existence of magnetostatic modes
inside the ferrite layer [111].

To better understand wave propagation inside ferrite materials, consider a linearly
polarized plane wave at normal incidence on a transversely biased ferrite slab. Two
different type of waves are excited inside the gyromagnetic medium; these are known
as the ordinary and the extraordinary waves [115], [114]. The ordinary wave is simply
the same as the plane wave propagating inside a dielectric material. This type of
wave is totally unaffected by the magnetization of the ferrite. On the other hand, the
extraordinary wave is propagating along the direction of the biased magnetic field,

thereby affecting its propagation characteristics. The propagation constant of the
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extraordinary wave is given by [115]
Be = w\/Eliess (5.1)
with
2 _ .2
p?—k
He = (5'2)
If P
Won,
b= (1 o w2> (5.3)

ko= o (ﬂ) (5.4)

w2 — w?
where wo, = poy(Ho, + ]%) and wy,, = poyM,. In these expressions, the externally
applied magnetic field is denoted as H,, the linewidth of the ferrite material as AH,
and the saturization magnetization as 4w M,. The ordinary and extraordinary waves
have field components that are perpendicular with each other. In other words, if an
incident wave is polarized in the direction of magnetization the propagating wave in-
side the transversely biased ferrite will have all properties of the extraordinary wave.
On the other hand, if the incident wave is polarized in the direction perpendicular
to the direction of magnetization the propagating wave will behave like an ordinary
wave. The two type of waves are completely decoupled only for the case of normal
incidence. If an incident wave impinges the ferrite material at an angle, then the
ordinary and extraordinary waves are coupled. Also, from (5.2) it is apparent that
the effective permeability p.s; may become negative for certain values of w, w, and
wm. In such a case, the propagation constant also becomes negative, therefore, the
wave attenuates rapidly (evanescent wave) as it penetrates the ferrite slab. This
phenomenon is usually referred to as the cut-off state of the ferrite material. An
incident wave polarized along the direction of magnetization will be totally reflected

if pess becomes negative. The frequency range where p sy is negative is given by

Wo(Wo + W) S w < Wo + Wiy (5.5)
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Besides transverse-plane magnetization, the ferrite slab may be otherwise mag-
netized along the direction of propagation. The main observation is that the forward
traveling wave is propagating with a different propagation constant than the back-

ward traveling wave. The corresponding expressions are given by

B = wye(u+x) (5.6)
B- = wye(p— k). (5.7)

Not only the propagation constant is different for the forward and backward waves,
but also the attenuation constant, assuming that the ferrite material exhibits some
type of loss. Also, when one wave exhibits a right-hand circular polarization, the
other wave always exhibits a left-hand circular polarization. The superposition of
the two propagating waves however, still represents a linear polarization.

The permeability of a magnetized ferrite is numerically modeled using a tensor
notation. Depending on the direction of the biased field, the structure of the tensor
is different. For example, when a ferrite material is magnetized in the z—direction,

the complex permeability tensor is expressed as

p —jk 0
W=|jx u 0 (5.8)
0 0

where g and « are explicitly given in (5.3) and (5.4). In case the direction of magne-
tization is along the z— or y—axis, the ferrite permeability tensor has to be rotated
by 90 degrees.

As mentioned at the beginning of this discussion, full-wave numerical techniques,
such as the spectral domain method of moments, have been extensively used to
analyze microstrip patch antennas on ferrite substrates [109]-[114]. All this previ-
ous work was primarily concentrated in predicting and analyzing the radar cross

section of these antennas. The recent work by Kokotoff [111] is probably the only
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published document that investigated in detail the use of magnetized ferrites in de-
signing, fabricating and testing a feasible antenna. Nevertheless, some of the major
conclusions of previous research studies related to ferrite-loaded antennas include
tunability, circular polarization, beam steering, RCS control, surface wave reduction
and gain enhancement. Ferrite materials in antenna technology require further at-
tention, especially in cases where the antenna is a radiator instead of a scatterer.
An extensive investigation of ferrite loaded antennas needs to be actively pursued,
such as altering the direction of magnetization, the strength of the external biased
field, the saturization magnetization, etc.. Observations on the variction of input
impedance, radiation patterns, directivity, and gain in the presence of ferrite materi-
als should also be carefully analyzed for the development and design of more practical
and cost effective antennas which would operate at low frequencies (VHF/UHF) and
still retain most of their high frequency characteristics such as high gain and broad
bandwidth. The ability to easily tune ferrite-loaded microstrip patch and aperture
antennas, in addition to numerous other advantages, provides an additional advan-
tage for their implementation in commercial and military applications.

In this study, the finite element method hybridized with the method of moments
is used to analyze cavity-backed aperture antennas loaded with layers of ferrite ma-
terials. Unlike pure method of moments, the current analysis allows the use of any
direction of magnetization. In addition, arbitrary shapes of cavities and apertures
may be considered. The following section is solely focussed on radar cross section

analysis of ferrite-loaded antennas.

5.2.1 Radar cross section of ferrite-loaded aperture antennas

A three-dimensional finite element code, which was fully hybridized with the spec-
tral and spatial domain method of moments, was used to evaluate the radar cross
section of cavity-backed aperture antennas loaded with ferrite materials. The code

was validated by predicting the RCS of the multi-ferrite-layer cavity-backed slot an-
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tenna shown in Fig. 5.16. This antenna was originally designed, built and tested
by Kokotoff [111] using both experiments and full-wave numerical techniques. The
cavity volume is partitioned horizontally into five sections. Each section is filled with
either dielectric or ferrite material. The numbering of the material layers starts in
ascending order from top to bottom. Material parameters and dimensions of this
geometry are tabulated in Table 5.1. The monostatic RCS of this antenna was cal-
culated versus frequency at normal incidence. The ferrite material was magnetized in
the y—direction with an external DC magnetic field of Hy = 400 Oe. The predicted
results (044 polarization) using the hybrid FEM/MoM code are compared with data
extracted from [111]. As depicted in Fig. 5.17, the two data sets are in excellent
agreement. The MoM data shown in this figure are plotted only up to 850 MHz; the
reason is because the method becomes unstable at higher frequencies, primarily due
to instabilities in the Green’s function. This can be thought of as another advantage
of using the FEM to treat the ferrite-loaded cavity instead of the MoM approach.

It is probably important to mention here that the frequency range in which the
extraordinary wave starts attenuating is dependent on the actual ferrite parameters
and the strength of the biased field. This frequency range can be precisely estimated
using the formula in (5.5). Concerning the ferrite-loaded antenna shown in Fig. 5.16,
the extraordinary wave will start decaying approximately between 2.0 GHz and 3.4
GHz. Within this frequency band, a significant drop of the radar cross section may
be observed depending on the polarization of the incident field. In such a case, it
is possible that additional resonances might appear in the lower or the upper range
of frequencies. This property of ferrites have been utilized in the past to design
switchable microstrip patch antennas.

The finite element predictions shown in Fig. 5.17 were obtained by running the
code on a 370 IMB RISC 6000 workstation. The three-dimensional mesh was created
using a commercial package called SDRC I-DEAS. The total number of tetrahedral

elements was 7356, whereas the number of unknowns was 8006. The remaining



Table 5.1: Antenna dimensions and material specifications.

l Variable | Meaning Dimensions
a cavity width 5.080 cm
b cavity length 5.080 cm
¢ cavity depth 5.080 cm
T layer thickness 0.726 cm
1 relative permeability 1.00
€1 relative permittivity 2.20
Ty layer thickness 1.790 cm
fr relative permeability 1.0
47 M, saturation magnetization 800 G
AH resonant linewidth 5 Oe
H, assumed internal DC bias field 400 Oe
€r2 relative permittivity 13.90
T3 layer thickness 0.737 cm
Y3 relative permeability 1.00
€3 relative permittivity 2.20
T4 layer thickness 0.762 cm
fr relative permeability 1.0
47 M, | saturation magnetization 800 G
AH resonant linewidth 5 Oe
H, assumed internal DC bias field 400 Oe
€4 relative permittivity 13.90
Ts layer thickness 1.065 cm
Lrs relative permeability 1.00
€rs relative permittivity 1.00
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Table 5.2: Computational statistics of the hybrid FEM /MoM code.

FEM Unknowns = 8006
MoM Unknowns = 209
Solution Tol. = 1.0e-5

Evaluation pnts. = 61
IBM 370 Risc 6000

(30 min/pnt.)

(25 min/pnt.)

Problem Total External CGS Solver
Parameters CPU Time | Integration Time Time
Elements = 7356 31 hours 25 hours 3 hours

(3 min/pnt)

Including both

polarizations
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Table 5.3: Computational statistics of the hybrid FEM/MoM code after a frequency inter-
polation of the admittance matrix is introduced.

Problem Total External CGS Solver
Parameters CPU Time | Integration Time Time
5:12 hours:min 1:15 hours:min 3 hours

Elements = 7356

FEM Unknowns = 8006
MoM Unknowns = 209
Solution Tol. = 1.0e-5
Evaluation pnts. = 61
Interpolation based on
3 frequency points

IBM 370 Risc 6000

(5 min/pnt.)

(3 min/pnt)

Including both
polarizations
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setup parameters for the problem are given in Table 5.2. The monostatic radar cross
section of the antenna was evaluated at 61 frequency points. The total run time 4
was 31 hours which is equivalent to approximately 30 minutes per frequency point.
However, a closer look at the computational statistics indicates that most of the
CPU time (25 minutes per point) was spent to fill in the MoM admittance matrix,
which represents the exterior part of the problem. It was then decided that a linear
interpolation of the admittance matrix be used across the frequency spectrum. The
previous simulation was repeated, but now the admittance matrix is evaluated only at
three frequency points; at in-between points, the entries of this matrix are linearly
interpolated. The remaining settings of the problem as well as the corresponding
computational statistics are illustrated in Table 5.3. Specifically, the hybrid code
now takes only a total of 5 hours and 12 minutes to compute the monostatic RCS
of the antenna for 61 frequency points. In other words, using linear interpolation for
the admittance matrix, the hybrid code requires on the average only 5 minutes per
point instead of 30 minutes per point observed when no interpolation is applied. In
terms of accuracy, the results in both cases are identical.

The ability to effectively tune the ferrite-loaded cavity-backed slot antenna, shown
in Fig. 5.16, was tested by altering the externally biased magnetic field H,. The
strength of the magnetic field was constantly increased from 400 Oe to 700 Oe. As
illustrated in Figs. 5.18 and 5.19, the resonant frequency of the antenna moves to a
higher frequency as H, increases. The reason for this frequency shift is related to
the inherent properties of the ferrite material which are set by the structure of the
permeability tensor. In order for someone to grasp a better understanding of the
wave behavior inside a ferrite, the effective permeability, pesys, of the extraordinary
wave as it propagates inside a homogeneous ferrite medium of ¢, = 13.0, AH = 0
Oe, and 47 M, = 800 G is plotted as the external magnetic field is varied from
0 to 800 Oe. The corresponding graph is depicted in Fig. 5.20. When H, = 0

Oe, according to formula (5.5), gss is negative in the frequency range between dc
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and 2.24 GHz. In other words, the extraordinary wave attenuates in this frequency
band as it propagates inside the ferrite. As the frequency increases, the value of
fioss asymptotically approaches 1. On the other hand, as the external magnetic
field increases, w, which determines the lower end of the aitenuation band becomes
nonzero. The most interesting behavior of the ferrite tensor however, according to
Fig. 5.20, is that p.ss is positive for all frequencies outside the attenuation band
and negative for all frequencies inside the attenuation band. Also, the transition
between positive and negative values of p.sy is very abrupt due to the presence of a
frequency pole. Near this transition region, the wavelength of the extraordinary wave
can change quite rapidly. Thus, depending on the antenna configuration, additional
resonances might appear in that frequency region. However, inside the attenuation
band, the antenna response is usually very low even though the ferrite material might
be totally lossless. This phenomenon is sometimes referred to as the cut-off state of
a ferrite-loaded antenna.

Referring once again to Fig. 5.20, it is interesting to see that an increase in the
external magnetic field results in a significant shift of the attenuation band and the
transition region to a higher frequency. Thus, if the antenna resonates at a frequency
in the vicinity of the transition r_egion, which is usually the case, a variation in the ex-
ternal field would effectively tune the antenna within a certain frequency band. Note
that such a resonance appears due to the presence of the extraordinary wave and not
the ordinary wave. The extraordinary wave, as was previously mentioned, strongly
depends on the polarization of the propagating wave. In case that the polarization
does not excite a strong extraordinary wave, the corresponding resonant peak will be
significantly low. In other words, understanding the behavior of the extraordinary
wave inside a ferromagnetic medium does not always guarantee accurate prediction
of strong magnetostatic modes.

Besides increasing the externally biased magnetic field, the saturization mag-

netization 47 M, was also increased while observing the variation in the effective
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Fig. 5.18: Frequency tuning of the antenna by varying the external magnetic field (o44).
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Fig. 5.20: Effective relative permeabily versus frequency as the external magnetic field
varies from 0 Oe to 800 Oe. The remaining ferrite parameters are the following: 47 M, =
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permeability of the ferrite. The corresponding graph is illustrated in Fig. 5.21. The
remaining setup parameters are kept constant. The observation is very similar to
that of Fig. 5.20. The attenuation band constantly shifts to higher frequencies as the
saturization magnetization of the ferrite increases. However, there is a small differ-
ence between the two figures: in Fig. 5.21, the three graphs actually cross with each
other at the lower frequency range; something that does not happen in Fig. 5.20.
This crossing effect might lead to observations where a magnetostatic resonant peak
starts actually shifting to lower frequencies, instead of higher frequencies, while in-
creasing the saturization magnetization. The exact same trend was realized when
analyzing the cavity-backed aperture antenna shown in Fig. 5.16. As the saturization
magnetization for the two ferrite layers increases, the first magnetostatic resonance
starts shifting to a lower frequency. This observation is graphically illustrated for
both polarizations in Figs. 5.22 and 5.23. Although these two figures imply a reso-
nance shift toward the lower frequencies as the saturization magnetization increases,
it will be totally untrue to claim that this is always the case. The crossing effect,
concerning the three graphs shown in Fig. 5.20, provides a reasonable uncertainty in
the direction of the frequency shift.

Another numerical experiment performed in terms of characterizing the ferro-
magnetic behavior of the multi-layer, cavity-backed aperture antenna, illustrated in
Fig. 5.16, was to constantly vary the linewidth AH of the ferrite material while ob-
serving the effect on the first magnetostatic resonant peak. The results in this case
were predictable. The linewidth, as was previously explained in this report, repre-
sents the lossy term of the ferrite. Thus, by increasing the linewidth of the ferrite,
the level of the resonant peak is expected to significantly reduce since more energy
is now dissipated inside the gyromagnetic material; however, the resonant frequency

is expected to stay the same. This observation is illustrated for both vertical and

horizontal polarization in Figs. 5.24 and 5.25, respectively.
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Fig. 5.22: The effect on the resonant frequency of the multi-layer antenna after changing
the saturization magnetization, 47 M,; H, = 500 Oe, AH = 5 Oe, €, = 13.0. (044).
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Fig. 5.23: The effect on the resonant frequency of the multi-layer antenna after changing
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Fig. 5.24: The effect on the resonant frequency of the multi-layer antenna after increasing

the linewidth (AH) of the ferrite material; (o44).
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